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Abstract

A large segment of management research in recent years has used structural
equation modeling (SEM) as an analytical approach that simultaneously
combines factor analysis and linear regression models for theory testing. With
this approach, latent variables (factors) represent the concepts of a theory, and
data from measures (indicators) are used as input for statistical analyses that
provide evidence about the relationships among latent variables. This chapter
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first provides a brief introduction to SEM and its concepts and terminology.
We then discuss four issues related to the measurement component of such
models, including how indicators are developed, types of relationships
between indicators and latent variables, approaches for multidimensional
constructs, and analyses needed when data from multiple time points or
multiple groups are examined. In our second major section, we focus on six
issues related to the structural component of structural equation models,
including how to examine mediation and moderation, dealing with longitudi-
nal and multilevel data, issues related to the use of control variables, and judg-
ing the adequacy of models and latent variable relationships. We conclude
with a set of recommendations for how future applications of SEM in manage-
ment research can be improved.

Introduction

Models of the research process presented in research methods textbooks
emphasize two related components (Schwab, 2005). The first reflects the need
to have operational measures of the conceptual variables described by the
theory being examined, while the second reflects the use of these measures to
test for the relationships between the conceptual variables as hypothesized by
the theory. Historically in management research, a typical approach to this
research process is to separate these two components. For example, a
researcher might use exploratory factor analysis to develop evidence that the
measures properly reflect the underlying constructs, and then subsequently
create scales that might be used in linear or logistic regression to identify
significant predictors as proposed by the theory. Within such an approach,
there is a separation of the model and analysis that links the measures to their
proposed underlying constructs and the model and analysis that examines
relationships between the underlying constructs.

Since the early 1980s a large segment of management research has used
structural equation modeling (SEM) as an analytical approach that combines
these two components and considers them simultaneously. Thus, SEM is often
described as combining factor analytic and regression models into a single
data analysis tool. Using the language of SEM, latent variables (factors) repre-
sent the concepts of the theory, and data from measures (indicators) are used
as input for statistical analyses that provide evidence about the relationships of
the latent variables with their indicators and relationships among the latent
variables. Reviews of this technique have appeared periodically, including
James and James (1989), Harris and Schaubroeck (1990), Medsker, Williams,
and Holahan, (1994), Williams and James, (1994), Williams, Edwards, and
Vandenberg (2003), Williams, Gavin, and Hartman (2004); and Shook,
Ketchen, Hult, and Kacmar (2004). Management studies using SEM have
increased dramatically in frequency since the early 1980s. There are actually
several types of SEM models, one of which will be the focus of this chapter, and
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of this type of application the number of published studies in selected areas of
management has increased from nine articles during 1978-1987, to 28 during
1988-1993, to 91 during the most recent time period of 2001-2008 (James &
James, 1989; Medsker et al., 1994; Williams & O’Boyle, 2009).

A key motivation underlying the present chapter is our beliefs that (a)
there are many misunderstandings about various issues concerning SEM
among management researchers; (b) there are many shortcomings in the exe-
cution of SEM in articles in our top substantive outlets; and (c) substantive
researchers in management will benefit from having one source that, at least
at the time of publication, will describe what they need to do to get the most
out of their SEM analyses. Unlike a previous publication by the same authors
(Williams et al., 2003), which was basically descriptive, the present chapter
will be much more prescriptive, providing technical guidance based on our
experiences in conducting and reviewing SEM papers. Our hope is that with
this chapter management researchers will be better able to realize the full ben-
efits of the powerful SEM approach.

To accomplish our objectives, we will first present a simple Example Model
for those less familiar with SEM terminology and techniques. This model will
be described as consisting of two components, a measurement model and a
structural model. Next, several current topics related to the measurement
model will be discussed, including the selection and/or development of
indicators to represent the latent variables, the types of relationships possible
linking latent variables to indicators, approaches for examining latent vari-
ables that are multidimensional in nature, and the evaluation of measurement
models when data from more than one group or more than one time period
are being analyzed. From there we will switch to several current topics related
to the structural model, including how to approach mediation and modera-
tion hypotheses, analyses useful for investigating change with longitudinal
data, models appropriate with data that are nested by level consisting of indi-
viduals organized within groups, how to incorporate control variables in an
SEM analysis, and how best to evaluate the adequacy of an SEM model of
latent variable relationships.

Example Model

A basic latent variable structural equation model that will be used to introduce
methodological issues associated with SEM applications in management
research is shown in Figure 12.1. Several aspects of the traditional notation
and terminology are illustrated with this figure using the labels associated with
the popular LISREL program (Joreskog & Sérbom, 1996). A circle is used to
represent each of four latent variables; the boxes represent associated indica-
tor variables. The relationships between the latent variables and their indica-
tors are often referred to as a measurement model, in that it represents or
depicts an assumed process in which an underlying construct determines or
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causes behavior (e.g., response to a survey question) that is reflected in
measured indicator variables. Within this context, it is important to note that
the arrows go from the circles to the boxes. Thus, each factor serves as an
independent variable in the measurement model (since the arrow goes from
the circle to the box). The indicator variables serve as the dependent variables,
and paths from latent variable to indicators are often referred to as factor
loadings (A). Each indicator is also potentially influenced by a second inde-
pendent variable in the form of measurement error that contributes to its
unique variance, which is comprised of two parts: systematic variance and
random error variance. This measurement error influence (€, 0) is represented
as a cause of the indicator variable through the use of a second arrow leading
to each of the indicators. It should be noted that while our emphasis is on
models with multiple indicators for each latent variable, models with only a
single indicator are available (referred to as total aggregation with reliability
correction models—see Rogers and Schmitt (2004)).

In addition to proposing links between the indicators and the latent vari-
ables, the model shown in Figure 12.1 also depicts relationships among the
four latent variables. The part of the overall model that proposes relation-
ships among the latent variables is often referred to as the structural model.
The model includes a correlation (double headed arrow—¢) between the
two exogenous latent variable (¢, §,), two regression-like structural parame-
ters (y) linking the exogenous latent variables with two endogenous latent
variables (N, 1,), and a similar regression-like structural parameter (f3) link-
ing the two endogenous latent variables. Finally, the model also acknowl-
edges that there is unexplained residual variance in the two endogenous
latent variables ({).

To evaluate the model shown in Figure 12.1, a management researcher
would begin with a covariance matrix from a given data set among the mea-
sures being used as indicators. Given the model specification, which describes

Figure 12.1 Example Model.
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specific relationships based on theory among latent variables and indicators
and among latent variables, estimates of the parameters mentioned previously
(A, €0, ¢,V B, and () are obtained using specialized software (e.g., LISREL,
MPlus, AMOS, EQS, etc). The most commonly used parameter estimation
procedure is maximum likelihood, which also provides standard errors of the
parameter estimates which can be used for testing null hypotheses that the
estimates are statistically different from zero. For these estimates to be
obtained, scales must be set for the latent variables, and this is typically
achieved by fixing values of either factor variances or of one indicator for each
latent variable to the value of 1.0. The software program must also converge
through an iterative estimation process and arrive at a final set of parameter
estimates, which must be within acceptable ranges to be interpretable (e.g., the
results from a model with negative error variance estimates would generally
not be trusted).

Based on the model specification and the parameter estimates, a variety of
measures of model fit reflecting the adequacy of the model and a selection of
model diagnostics are also obtained, including a chi-squared statistic with
degrees of freedom equal to the number of unique elements in the covariance
matrix minus the number of parameters estimated. These various fit measures
ultimately reflect the similarity between the sample covariance matrix and a
predicted covariance matrix calculated by the software program using the
model estimates obtained with the analysis. Finally, the researcher also might
compare the model with an alternative model using the same data, such as an
alternative model that includes additional direct paths from the two exoge-
nous variables to 1,, and then compare the two models using a chi-squared
difference test. This test directly examines the null hypothesis that the two
direct paths originally not included are statistically different from zero. More
details on the basics of SEM can be found in any of several introductory texts,
such as Kline (2005).

Measurement Model Issues
Developing Indicators: Items and Parcels

A researcher wanting to examine a model such as the one shown in
Figure 12.1 would need first to consider the types of measures to be used as
indicators of the latent variables. In terms of the types of data, there are some
published studies from the management literature in which objective
measures (e.g., age, income) have been used as indicators (Baum & Locke,
2004; Frese et. al., 2007; Henderson, Berry, & Matic, 2007; Mesquita &
Lazzarini, 2008; Walters & Bhuian, 2004) . However, a more typical applica-
tion of SEM would be based on questionnaire data, in which existing estab-
lished scales are completed by managers and/or their employees to obtain
their perceptions about various aspects of their work environment. For these
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types of studies, the researcher needs to decide how the indicators will be
established or developed for each latent variable.

In these situations, the researcher can choose to use individual question-
naire items as indicators (referred to as fotal disaggregation), or can instead
combine items from each scale into subsets called parcels and use these
as indicators of the latent variable (referred to as partial disaggregation).
Examples of disaggregation include studies of entrepreneurship, innovative-
ness, learning, and cycle time (Hult, Ketchen, & Nichols, 2002) and entrepre-
neurship, innovativeness, and market/customer orientation (Hult, Snow, &
Kandemir, 2003), as well as research on dimensions of organizational justice,
leader-member exchange, perceived organizational support, pay satisfaction,
job control, and job strain (Roch & Shanock, 2006; Elovainio, Kiviméki, &
Helkama, 2001). Recent examples of partial disaggregation and the use of
parcels include studies of psychological empowerment (Alge, Ballinger,
Tangiraola, & Oakley 2006), and procedural justice (Aryee, Chen, Sun, &
Debrah, 2007). Parcels have also been used to study job search behaviors
(Brown, Ferris, Heller, & Keeping (2007), performance appraisal (Elicker, Levy,
& Hall, 2006), and team empowerment (Mathieu, Gilson, & Ruddy, 2006).

Relevant for management research is a comparison of the use of items as
indicators (i.e., total disaggregation) with combining sets of items to form par-
cels (i.e., partial disaggregation). Coverage of relevant statistical and measure-
ment issues have been provided by Bagozzi and Heatherton (1994) and Bagozzi
and Edwards (1998), along with more recent writing by Little, Cunningham,
Shahar, and Widaman (2002), Rogers and Schmitt (2004), Coffman and
MacCallum (2005) and Williams and O’Boyle (2008). The use of items has the
key advantage that it provides information about each individual item or ques-
tion used in the SEM analysis. The most important information about the items
focuses on the strength of the relation between the latent variable and the item
indicator, including the estimates of the standardized factor loadings and error
variances, as well as the squared multiple correlation for the item that reflects
the amount of variance of the item associated with the latent factor. These three
diagnostics are related to each other by psychometric theory and will converge
to the same perspective as to whether an item is a good indicator. From a more
philosophical perspective, items may be preferred because they are as close
to the response of the individual as possible (as compared to combinations
of items). This has been referred to as the empiricist-conservative position by
Little et al (2002).

However, management researchers should be aware of some of the prob-
lems associated with using items as indicators of latent variables. As summa-
rized by Little et al. (2002), Coffman and MacCallum (2005), and Rogers and
Schmitt (2004), items will typically have lower reliability and communality,
and a smaller ratio of common-to-unique variance than parcels or scales,
which can limit their effectiveness as indicators. Second, the use of items can
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increase the chances for correlations among uniqueness estimates due to
shared error variance (for example due to item wording effects) and for mea-
surement contamination that could cause dual factor loadings to emerge dur-
ing preliminary exploratory factor analysis. Third, items may be more likely
than parcels or scales to be non-normally distributed, which may violate nor-
mality assumptions associated with most SEM parameter estimation proce-
dures. Another concern associated with the use of items as indicators includes
the number of parameters required to represent a total disaggregation model
as compared to partial aggregation models, given the number of factor load-
ings and error variance estimates (sample size recommendations often are
based on the number of parameters estimated). Finally, using items (as com-
pared to parcels) will result in a larger covariance matrix, which makes it less
likely that the model will fit well even if it closely matches the process being
studied.

As noted earlier, one alternative to the use of items and the total disaggre-
gation approach involves combining items to create parcels which are then
used as indicators. This approach has become increasingly popular in recent
years (see review by Williams & O’Boyle, 2008). Little et al. (2002) describe
arguments for the use of parcels from a pragmatic-liberal position, which
asserts that solid and meaningful indicators (as obtained by combining items)
of core constructs will replicate well across samples and studies. Advantages of
the use of parcels described in previous reviews (Coffman & MacCallum,
2005; Little et al., 2002; Rogers & Schmitt, 2004; Williams & O’Boyle, 2008)
include the fact that parcels will have more intervals between scale points as
compared to items. Second, fewer parameters will be estimated when parcels
are used, which can be important if the sample size is small. Third, it has also
been suggested that there will be fewer chances for correlations among
uniqueness estimates when parcels are used. Finally, the use of parcels may be
preferred to data transformations or the use of more complicated parameter
estimation procedures if there are normality problems or dichotomous items.
Among the disadvantages of parcels discussed in previous reviews is that if
they are used with multidimensional constructs, the parcels may be multidi-
mensional, resulting in the latent variable being multidimensional, which can
create problems in interpreting estimated relations among the latent variables
(since the meaning of the latent variable is less clear given its multidimen-
sional nature). The use of parcels has also been described as potentially hiding
important sources of model misspecifications, and in fact, mis-specified mod-
els based on parcels may occasionally show better fit than correctly specified
models assessed with items as indicators.

A management researcher using parcels would need to decide how to com-
bine the original items from each scale to form the multiple parcel indicators
used to represent the latent variable. Williams and O’Boyle (2008) reviewed
strategies that have been used by management researchers in creating parcels,
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drawing in part on earlier discussions by Little et al. (2002). Before describing
these strategies, it should be emphasized that before forming parcels a
researcher must consider evidence that the total set of items from a scale that
will be grouped to form parcels for a latent variable is unidimensional (i.e., is
composed of one factor). The use of parcels is most appropriate when such
evidence is favorable (although we will discuss approaches to forming parcels
given multidimensionality in this section and a preferred approach to multidi-
mensionality in a later section).

Perhaps the most attractive approach to forming parcels has been labeled
item-to-construct balance by Little et al. (2002) or the factorial algorithm by
Rogers and Schmitt (2004). This approach is based on a goal of using parcels
that are equally balanced in terms of their difficulty and discrimination, and it
uses standardized factor loadings from a single-factor model for each latent
variable that includes all scale items. This approach works toward balancing
the best and worst items across the parcels so that no single parcel has all the
good or bad items. Recent research comparing this approach to others that are
available has found that with a unidimensional set of items, the various
approaches result in similar parameter estimates, but the factorial method
may be slightly preferred because it is superior on model fit criteria (Rogers &
Schmitt, 2004).

Management researchers often investigate latent variables that are multidi-
mensional with multiple facets (e.g. organizational commitment). In this situ-
ation, using parcels instead of single items may be preferred by some
management researchers with models that include a large number of latent
variables, or when researchers are not interested in investigating differential
relationships involving antecedents or consequences of the multiple facets. A
first approach to forming parcels in this type of situation has been attributed
to Kishton and Widaman (1994) and discussed by Little et al. (2002) as the
internal-consistency approach; it would be implemented by combining items
from each facet to form the parcels. A second strategy for forming parcels with
this multidimensional example is defined as the domain-representative
approach, through which parcels are created by combining items from across
facets to form the parcels. For example, using an organizational commitment
scale, each parcel would include one or more items measuring belief in orga-
nizational goals, willingness to exert effort for the organization, and desire to
remain in the organization.

In terms of a comparison of these two approaches to forming parcels
among a set of multidimensional items, the internal consistency parcels would
tend to have high internal consistency reliability estimates, because the items
that load together would be fairly highly correlated, thus maximizing the value
of alpha. However, one problem with this approach is that the resulting indi-
cators only represent one component of the latent variable, which is counter
to the objective of having indicators that can serve as stand-alone measures of
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the entire latent variable. A second problem with this approach is that the
resulting correlations among the indicators are relatively lower, because the
sets of items forming the indicators were distinct enough that they factored
separately in the initial exploratory factor analysis. Williams and O’Boyle
(2008), among others, recommend that in this context the domain representa-
tive model be strongly considered, in which indicators are formed so that each
contain one or more items from each of the multiple dimensions.

Indicator-Latent Variable Relationships: Formative vs. Reflective Measurement

A second aspect of the development of the measurement model involves the
direction of the relationship between the latent variables and their indicators,
and two general approaches are available. In management research, measures
are usually treated as reflective, meaning they are observed manifestations of
unobserved latent constructs (Diamantopoulos & Siguaw, 2006; MacKenzie,
Podsakoff, & Jarvis, 2005; Podsakoff, Shen, & Podsakoff, 2006). Reflective
measurement is firmly rooted in management research, as evidenced by the
widespread use of factor analysis and structural equation models that specify
measures as outcomes of latent variables, as shown in Figure 12.1. To facilitate
our presentation, another such model is shown in Figure 12.2a, in which the
latent variable has three reflective indicators labeled x,, x,, and x,. Substan-
tively, § might signify overall job satisfaction, and x,, x,, and x, could represent
scores on the items “In general, I am satistied with my job”, “All in all, the job
I have is great”, and “My job is very enjoyable” (Edwards & Rothbard, 1999).
A key point is that the arrows representing the factor loadings (A) go from the
latent variable to the indicator.

Reflective measures can be contrasted with formative measures, which are
assumed to form or produce an underlying construct. A formative measure-
ment model is shown in Figure 12.2b, where the three measures x, x,, and x,
are specified as correlated causes of the latent variable 1. This model is based
on an example of formative measurement offered by MacKenzie et al. (2005),
in which the latent variable 1 is contextual job performance (CJP) and x,, x,,
and x, are measures of task performance, job dedication, and interpersonal facil-
itation. A key point is that now the arrows go from the indicator to the latent
variable (Y,-Y,). The distinction between formative and reflective measures has
attracted increasing attention in the structural equation modeling literature
(Bollen & Lennox, 1991; Edwards & Bagozzi, 2000; MacCallum & Browne,
1993), and some researchers have argued that many organizational measures
treated as reflective are better specified as formative (Diamantopoulos &
Siguaw, 2006; MacKenzie et al., 2005; Podsakoff et al., 2006).

Within the area of leadership, Podsakoff, MacKenzie, Podsakoff and Lee
(2003) have argued that measurement model misspecification is widespread.
Specifically, they examined the measurement approaches taken with 138 lead-
ership constructs from 47 studies published in three leading journals that
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Figure 12.2 (a) Reflective Measures; (b) Formative Measures; (c) Formative Measurement

Using Latent Variables.

Note: 0JS, overall job satisfaction; CJP, contextual job performance; TP, task performance; JD, job
dedication; IF, interpersonal facilitation.
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published leadership research. Using several criteria, Podsakoff et al. (2003)
concluded that 47% were incorrectly specified by treating formative indica-
tors as reflective indicators. Similarly, in a review of strategic management
studies published in top journals between 1994-2003, Podsakoff et al. (2006)
examined 257 constructs from 45 published articles, focusing on conceptual
issues, correlations among indicators, factor loadings for indicators, and
reliabilities of indicators. Based on this information, Podsakoff et al. (2006)
claim that 62% of the constructs were inappropriately modeled as having
reflective indicators, when they should have been modeled as having forma-
tive indicators.

A management researcher must choose between reflective and formative
measures, and thorny issues are raised concerning model specification and
interpretation. In particular, identification problems will occur with formative
measurement models such as the one shown in Figure 12.2b, unless the latent
variable directly or indirectly causes at least two indicators in addition to
the ones used as antecedents of the latent variable (Bollen & Davis, 1994;
MacCallum & Browne, 1993). This is problematic because, as noted earlier, a
unique set of parameter estimates cannot be obtained unless the model and its
parameters are identified. To address identification concerns, the three mea-
sures of contextual job performance could be supplemented by adding general
measures such as “My subordinate performs his or her assigned tasks well”
and “My subordinate fulfills his or her job responsibilities”, with these
measures added as reflective indicators of the contextual job performance
construct . Alternately, the model in Figure 12.2b could be expanded to
include outcomes of contextual job performance, such as salary and advance-
ment, each with their own reflective indicators. In either case, a management
researcher who wants to estimate formative measurement models must revisit
the theoretical justification for such models to locate reflective measures or
causally dependent constructs, even if none were included in the original
conceptualization of the model.

The parameters of reflective and formative measurement models also
require different interpretations by management researchers. For reflective
models, the loadings of the measures on the construct (e.g., A -A,) are driven
by the covariances among the measures, such that higher loadings mean the
measures have more in common with one another. The error terms (8,-9,)
represent aspects of each measure not related to the construct (e.g., random
measurement error, item specificity), and lower error variances indicate
higher reliabilities for the measures. In formative models, the relationships
among the measures are absorbed by covariances that directly relate the mea-
sures to one another, as indicated by the curved arrows among the indicators
in Figure 12.2b (MacCallum & Browne, 1993), and the loadings of the mea-
sures on the construct (y,-y,) are heavily influenced by the relationships
between these measures and the reflective indicators added to identify the
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model. As a result, the loadings for formative measures can vary dramatically
depending on the reflective indicators chosen for a particular study (Howell,
Breivik, & Wilcox, 2007). In addition, with formative measurement the resid-
ual assigned to the construct ({) does not represent measurement error, but
instead signifies aspects of the construct not associated with its measures
(Diamantopoulos, 2006; Jarvis, MacKenzie, & Podsakoff, 2003; MacKenzie
et al., 2005). Measurement errors in the formative indicator measures them-
selves are not taken into account by the model.

Perhaps the most fundamental issue underlying the choice between reflec-
tive and formative measurement models involves the causal relationship
between constructs and measures (Edwards & Bagozzi, 2000). As indicated
by Figure 12.2a, reflective measurement models specify constructs as causes
of measures. This notion makes sense from a critical realist perspective
(Borsboom, Mellenbergh, & van Heerden, 2004; Cook & Campbell, 1979;
Loevinger, 1957; Messick, 1981), which claims that constructs refer to real
entities but recognizes they cannot be measured directly or infallibly. This
perspective readily applies to constructs examined in management research.
Returning to Figure 12.2a, if & is job satisfaction and x, is a score on the item
“In general, I am satisfied with my job”, it stands to reason that job satisfaction
is a real experience in the mind of the respondent that causes him or her to
report a particular score. More generally, when management researchers
develop theories to explain relationships among constructs, the constructs
presumably refer to real entities that exist regardless of whether they happen
to be measured by researchers. If constructs did not exist in some real sense,
they could not influence one another, and attempts to develop theories that
explain relationships among constructs would be pointless. When manage-
ment researchers collect measures, they gather scores about events and condi-
tions that exist in organizations. These scores then become input into data
analysis, such as structural equation modeling, and constitute the boxes in
measurement models such as those in Figures 12.1 and 12.2a. From this per-
spective, constructs refer to real phenomena that produce the scores collected
by researchers, and causality runs from constructs to measures, consistent
with reflective measurement.'

In contrast to reflective measurement, formative measurement implies that
measures cause constructs, as indicated in Figure 12.2b. The idea that mea-
sures cause constructs is difficult to reconcile with the notion that measures
are merely observed scores (Edwards & Bagozzi, 2000; Howell et al., 2007;
Messick, 1995). When measures are specified as causes of constructs, as in for-
mative measurement models, a subtle form of operationalism is invoked in
which measures are equated with specific constructs believed to cause a more
general construct (Edwards & Bagozzi, 2000). Said differently, scores are data
that reside in the files researchers use for analysis. These scores have no causal
potential of their own, but instead are quantitative evidence of causal processes
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that empirical research attempts to capture (Borsboom et al., 2004; Howell
etal., 2007). Thus, when measures of task performance, job dedication, and
interpersonal facilitation are specified as formative indicators of contextual job
performance, the scores on these measures are treated as if they have causal
potential.

However, contextual job performance does not result from these scores,
but instead arises from the constructs these scores represent. From this per-
spective, the measurement of contextual job performance should be recast as
the model in Figure 12.2¢, where x, x,, and x, are reflective measures of the
constructs task performance (TP), job dedication (JD), and interpersonal
facilitation (IF), as represented by &, & ,, and &, which in turn are causes of
contextual job performance as symbolized by n. This perspective applies to
virtually every case of formative measurement we have encountered, in which
measures are better conceived as reflective indicators of specific constructs
that in turn cause general constructs. The effects of specific constructs on gen-
eral constructs are best described within the realm of structural models that
relate constructs to one another (Figure 12.2¢), as opposed to measurement
models that relate constructs to measures (Figure 12.2b).

If causality runs from constructs to measures, then what explains the
appeal of formative measurement models among some current management
researchers? Perhaps the attraction of formative measurement lies in the
apparent parsimony of combining distinct measures into larger wholes, along
with the sense that such measures are necessary to adequately cover the con-
tent domain of a construct (Diamantopoulos & Winklhofer, 2001; Nunnally &
Bernstein, 1994). However, if these measures describe distinct aspects of a
construct, then each measure represents a construct in its own right, and each
of these constructs should be represented by multiple reflective measures
(Bollen & Lennox, 1991; Edwards & Bagozzi, 2000; MacKenzie et al., 2005;
Podsakoff et al., 2006). Such relationships between the specific and general
constructs underlying these measures can be examined within the context of
multidimensional construct models, which we now consider.

Relationships among Multidimensional Constructs

A third issue related to measurement models of importance to management
researchers concerns the treatment of multidimensional constructs. As noted
in the earlier section on parcels, although it is possible to model a multidimen-
sional construct as a single latent variable, in most situations we feel there are
advantages to maintaining distinctions between dimensions and modeling
relationships among latent variables representing the multiple dimensions.
Frequently used examples of multidimensional constructs include organiza-
tional citizenship behavior defined in terms of conscientiousness, altruism,
sportsmanship, courtesy, and civic virtue (Organ, 1988), transformational
leadership conceptualized as idealized influence, inspirational motivation,
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intellectual stimulation, and individual consideration (Bass & Riggio, 2006),
empowerment defined as meaning, competence, self-determination, and
impact (Spreitzer, 1995), and organizational justice distinguished according to
distributive, procedural, interpersonal, and informational justice (Colquitt,
2001). The dimensions of these types of multidimensional constructs can
themselves be conceived as constructs that are more specific than the broader
multidimensional construct itself. As such, multidimensional constructs and
their dimensions are latent variables that can be easily accommodated by
structural equation models (Edwards, 2001).

Management researchers considering the use of multidimensional
constructs in their models confront several issues as they decide how to best
represent these constructs with latent variables. One concern is the direction
of the relationships between the multidimensional construct and its dimen-
sions. It is possible that the multidimensional construct is a higher-order fac-
tor, represented with paths running from the multidimensional construct
to the dimensions. Such constructs have been called latent (Law, Wong, &
Mobley, 1998) or superordinate (Edwards, 2001), although we prefer the latter
term because a multidimensional construct is a latent variable regardless of
how it relates to its dimensions. An example superordinate construct model is
shown in Figure 12.3a. This model is consistent with the conceptualization of
empowerment (EMP) developed by Spreitzer (1995), in which meaning
(MNG), competence (COM), and self-determination (DET) might be treated
as three of its dimensions assigned to a higher-order empowerment construct.
The model contains paths (y,~Y,) running from the construct (§) to its dimen-
sions (N,, N,, N,), and a residual () is assigned to each dimension. These resid-
uals represent specific aspects of each dimension that are unrelated to the
construct. The dimensions, now serving as endogenous latent variables, have
indicators specified as reflective measures (y,-y,), each of which has a residual
that represents measurement error (€).

Another possibility for management researchers to consider is that the
multidimensional construct is a function of (rather than a cause of) its dimen-
sions, as depicted by the aggregate construct model in Figure 12.3b (Edwards,
2001; Law et al., 1998). This model is consistent with arguments that transfor-
mational leadership (TLD) should be viewed as a higher-order construct that,
in this case, results from inspirational motivation (MOT), intellectual stimula-
tion (IST), and individual consideration (CON), each of which represents a
first-order subdimension measured by multiple items (MacKenzie et al., 2005;
Podsakoff et al., 2003). In this model, the paths (y,-Y,) run from the dimen-
sions (&, &,, €,) to the aggregate construct (n,), which is assigned a residual ({)
that represents aspects of the construct not related to its dimensions. The
dimensions are allowed to covary with one another (as represented by the
curved double head arrows connecting them), and as before, each dimension
has reflective measures (x,-x,) that contain random measurement error (€).
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Figure 12.3 (a) Superordinate Construct Model; (b) Aggregate Construct Model.

Note: EMP, empowerment; MNG, meaning; COM, competence; DET, self determination; TLD, trans-
formational leadership behavior; MOT, inspirational motivation; IST, intellectual stimulation; CON,

individual consideration.



19:56 18 August 2009

[ Acadeny of Managenent] At:

Downl oaded By:

558 « The Academy of Management Annals

The choice between superordinate and aggregate construct models has funda-
mental implications for the meaning of the multidimensional construct and
can dramatically impact parameter estimates linking the multidimensional
construct to its dimensions (Edwards, 2001).

Another issue important to management researchers as they investigate
multidimensional latent variables involves the ontological status of the con-
structs in their models. In many cases, the multidimensional construct is
defined in terms of its dimensions (Edwards, 2001). In such cases, the multidi-
mensional construct does not exist apart from its dimensions, but instead is
an abstract concept that refers to the dimensions as a set. When multidimen-
sional constructs are conceived in this manner, the relationships between the
construct and its dimensions are not causal, because a causal relationship
requires that the entities involved are distinct (Edwards & Bagozzi, 2000).
Instead, the relationships are functional, specified according to the definition
of the multidimensional construct. Alternatively, if the multidimensional
construct refers to an entity that exists separately from its dimensions, then
the relationships linking the multidimensional construct to its dimensions
can be considered causal, and the directions of the relationships can be
deduced by applying conditions for causality (Cook & Campbell, 1979; Pearl,
2000; Sobel, 1996).

For instance, if the multidimensional construct is a general personality trait
that leads to specific individual differences (Costa & McCrae, 1995; Murtha,
Kanfer, & Ackerman, 1996), then the relationships between the construct and
its dimensions are captured by the superordinate construct model as in Figure
12.3a. In contrast, if the multidimensional construct refers to overall job satis-
faction that results from satisfaction with specific job facets (Aldag & Brief,
1978; Locke, 1976), then the relationships between the construct and its
dimensions follow the aggregate construct model as in Figure 12.3b. When
multidimensional constructs exist separately from their dimensions, it is often
possible to supplement measures of the dimensions with direct measures of
the multidimensional construct, as when measures of job facet satisfaction
are accompanied by measures of overall job satisfaction (Ironson, Smith,
Brannick, Gibson, & Paul, 1989) or measures of distributive, procedural,
interpersonal, and informational justice (Colquitt, 2001) are supplemented by
measures of overall justice (Ambrose & Schminke, 2009). With respect to
Figure 12.3a, direct measures of EMP could be added, while for Figure 12.3b
direct measures of TLD could be added. In these cases, the researcher can
investigate causal relationships among the multidimensional construct and its
dimensions, which is often desirable.

Other issues pertain to the identification and interpretation of multidi-
mensional construct models. In general, superordinate construct models such
as the model in Figure 12.3a are identified if the construct has at least three
dimensions (in this case MNG, COM, DET), each of the dimensions has at



19:56 18 August 2009

[ Acadeny of Managenent] At:

Downl oaded By:

Structural Equation Modeling in Management Research « 559

least three indicators, and identification is achieved by setting the scales for
the superordinate construct and its dimensions. In contrast, the aggregate
construct model in Figure 12.3b is not identified unless the aggregate con-
struct () is specified as a cause of at least two additional constructs with
reflective measures or the aggregate construct is assigned at least two reflective
indicators of its own (Edwards, 2001). Conditions for identification are more
easily met when multidimensional constructs have their own indicators, in
which case conventional rules for identification can be applied (Bollen, 1989;
Rigdon, 1995).

Superordinate and aggregate construct models also yield different interpre-
tations of the multidimensional construct and its dimensions. A superordi-
nate construct should be viewed as the commonality of its dimensions, given
that the paths linking the construct to its dimensions are driven by the covari-
ances among the dimensions, as in a higher-order confirmatory factor analy-
sis. In contrast, an aggregate construct represents a weighted linear
combination of its dimensions, as with a regression model where predicted
values of y are obtained using the predictor x variables. If the residual for the
aggregate construct is fixed to zero, then the construct has no meaning beyond
its dimensions, whereas if the residual is freely estimated, the construct can
include variance not represented by its dimensions. In some cases, the vari-
ance contributed by the residual can exceed that associated with the dimen-
sions, which obscures the meaning of the aggregate construct. For a
management researcher such a finding would make it difficult to interpret the
relationship of the aggregate construct with other constructs in the model.

A final issue important for management researchers involves the evalua-
tion of models that contain multidimensional constructs. Typically, a multidi-
mensional construct serves as the proxy for its dimensions, such that the only
paths linked to the dimensions are those that connect the dimensions to the
multidimensional construct. In most cases, paths connecting the dimensions
to other constructs can be examined by adding these paths to determine
whether the relationships channeled through the multidimensional construct
adequately capture the association between the dimensions and other con-
structs (which would not be the case if the added paths were significant). An
exception involves models in which an aggregate construct is specified solely
as an effect of other constructs, in which case the model obscures rather than
omits the relationships between the dimensions and other constructs in the
model (Edwards, 2001).

We have often found that models containing multidimensional constructs
are inferior to models that treat the dimensions as a set and omit the multidi-
mensional construct itself. Indeed, if a multidimensional construct is merely
conceptual shorthand for discussing the dimensions as a set, then there is no
need to invoke a multidimensional construct at all, and instead the dimen-
sions can be viewed as elements of a category for which the “multidimensional
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construct” is simply a convenient label. In this case, paths that capture rela-
tionships for the dimensions as a set can be represented by multivariate
parameters, such as the total coefficient of determination (Cohen, 1982;
Edwards, 2001; Joreskog & Sorbom, 1996), thereby allowing inferences for the
dimensions individually and jointly. However, if a multidimensional con-
struct refers to an entity that exists separately from its dimensions, then it
should be retained in the model, and researchers should consider assigning
measures directly to the multidimensional construct, which would minimize
the identification and interpretational issues previously discussed.

Indicator, Groups, and Time: Measurement Invariance

The fourth issue related to measurement models we will consider involves situ-
ations in management research where multiple groups are utilized or data are
collected within the same sample across time. The three most frequent
instances in which this occurs are: (a) when theory dictates that between-group
differences exist and thus, the goal of the SEM analyses is to eventually test for
those differences (Ployhart & Oswald, 2004; Vandenberg & Scarpello, 1990);
(b) there are no theoretical expectations for group differences, but the same
data are collected from samples representing fundamentally different popula-
tions such as different organizations or cultures (Riordan & Vandenberg,
1994); or (c) the same data are collected from the same group or groups on
multiple occasions (Bentein, Vandenberg, Vandenberghe, & Stinglhamer,
2005; Lance, Vandenberg, & Self, 2000; Vandenberg & Self, 1993). In these
instances, the equality or invariance of measurement model parameters across
time or between groups is of great importance, and investigators should
strongly consider additional steps for their analyses.

Over the years there have been many management studies that have
included an examination of measurement invariance. In a review and synthe-
sis of this literature, Vandenberg and Lance (2000) identified 67 studies where
invariance was investigated in conjuction with tests of substantive hypotheses.
The topical areas of these studies included organizational change, measure-
ment development, test administration modes, and cross-cultural generaliz-
ability of measures and models. More recent examples have investigated
differences between applicants, incumbents, and students on personality mea-
sures (Smith, Hanges, & Dickson, 2001), and differences in performance rat-
ings provided by self, peers, subordinates, and supervisors (Woehr, Sheehan,
& Bennett, 2005; Facteau & Craig, 2001). Cross cultural differences in trans-
formational leadership (Schaubroeck, Lam, & Cha, 2007) and creativity
(Hirst, Knippenberg, & Zhou, 2009) have also been examined.

As noted by Vandenberg and Lance (2000), and recently reinforced by
Schmitt and Kuljanin (2008), and Thompson and Green (2006), additional
steps beyond the normal ones involved with SEM (e.g., assessing model fit,
significance of factor loadings, etc.) are needed where invariance is a concern.
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The goal of these steps is to ensure that the properties of the underlying mea-
surement model representing the constructs and indicators are equivalent or
invariant across groups or time. These steps by necessity need to be completed
prior to examining structural paths between the latent variables, and thus, are
typically completed at the measurement model level with models including
factor correlations (rather than structural paths).

For example, consider a management researcher who was interested in
testing a model similar to the one shown in Figure 12.1 that proposes that
high-involvement work processes (HIWP) mediate the effects of leader-
member exchange (LMX) and perceived organizational support (POS) on
turnover intentions (TI), and is examining the model with data collected from
two different organizations. Before testing the full structural model and exam-
ining the three structural paths in the two groups, a multi-sample confirma-
tory factor analysis model should be examined, as shown in Figure 12.4. In
addition to reflecting that data are being tested from two groups, the model in
Figure 12.4 is different from the Example Model in Figure 12.1 in that it pro-
poses that all four latent variables are simply correlated with each other (no
causal structure is proposed among the latent variables), with the factor cova-
riances represented as before (e.g. ¢ ,). This model is also different in that it
includes parameters representing the factor variances (e.g., ¢,) and the item
indicator intercepts (e.g., T,,,), the latter of which can be interpreted as the
value of the observed variable when the value for the latent variable is zero. It
should be noted that most SEM software packages now provide estimates of
these intercepts, as they play a key role in evaluating advanced types of
advanced models (e.g., latent means, latent growth modeling).

Within this context, it is important for a management researcher to exam-
ine evidence as to whether the various properties of the measurement model
involving the four latent variables are equivalent or invariant between the two
groups. If evidence suggests that the measures are not equivalent, this can have
negative implications for the validity of the inferences when the full model and
its structural paths are examined. As to the analyses needed to investigate mea-
surement invariance, there are six potential invariance or equivalence tests
that can be conducted, and these have been described by Vandenberg and
Lance (2000), Schmitt and Kuljanin (2008), and Thompson and Green (2006).
These tests focus on whether parameter estimates are equal across the two
groups, including (a) configural invariance (i.e., does the factor pattern matrix
have the same form across groups); (b) metric invariance (i.e., are the factor
loadings equal across groups); (c) intercept invariance (i.e., are the intercepts
equal across the groups); (d) are the error-uniqueness estimates equal across
groups; (e) are the factor variance estimates equal across groups; and (f) are
the factor covariances equal. Each of these invariance tests would typically be
undertaken on all parameters as a set in a particular test; that is, all 12 factor
loadings would be constrained to be equal in the metric invariance test.
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Figure 124 Two-group Measurement Model for Measurement Invariance.
Note: LMX, leader—member exchange; POS, perceived organizational support; HIWP, high-involve-
ment work practices; T, turnover intentions.

The configural (a) and metric invariance (b) tests are most critical, and as
noted before they must be examined before investigating the structural
parameters (Y, ) of the two groups. We will focus our comments now on
issues that can emerge with these tests. A test of configural invariance, also
referred to as a test of a weak factorial invariance (Horn & McArdle, 1992)
examines whether the same a priori pattern of fixed and free factor loadings
holds in each group. If configural invariance is not indicated, this means that
one or more of the item sets represent different constructs between the
groups. With respect to Figure 12.4, the test for configural invariance
addresses whether members in Groups 1 and 2 use the same conceptual
frames of reference to respond to the items representing each of the four latent
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variables (LMX, POS, HIWP and TI) in the measurement model. Operation-
ally, the same measurement model is specified for each group’s data and are
jointly analyzed using a multi-sample approach (i.e., a simultaneous CFA of
both group’s data). Only one set of fit indices is produced, and they are inter-
preted to infer whether the measurement model represents both groups’” data
equally well. If results for the fit indices are favorable, the conclusion is that
the items were interpreted and responded to using the same constructs in each
group. If the indices are unfavorable, it can no longer be safely assumed that
items were interpreted in both groups using the same constructs (Vandenberg
& Lance, 2000). If configural invariance is not supported, then the researcher
should conclude that the hypotheses of differences for the structural parame-
ters across groups cannot be tested using the current data because the
evidence indicates that the latent variables and the indicators are not linked
the same way in the two groups.

However, the decision about configural invariance should take into
account the depth of the problem in the aberrant group. For example, assume
upon further diagnosis that HIWP in Group 2 was problematic (i.e., its items
had low loadings, an exploratory factor analysis of its items shows that the
items load onto two factors, etc.). The researcher should then consider if, from
a theoretical perspective, the test of the hypotheses (testing for group differ-
ences) can proceed without the HIWP mediator variable. The prospect of not
being able to test the hypotheses of group differences increases if more than
one latent variable is not configurally invariant (e.g., HIWP and POS) or there
is lack of configural invariance in both groups (HIWP in both Group 1 and 2).

Assuming configural invariance has been achieved, the next key test is for
metric invariance and examines the equality of factor loadings across groups.
Using the same model specification as that for configural invariance (Figure
12.4), this test is undertaken by equating the factor loadings (A ) of like items
between groups (Vandenberg & Lance, 2000) and it examines the null hypoth-
esis that factor loadings for like items are invariant across groups. The term
“metric” is used because the factor loading represents how strongly responses
are calibrated to the latent variable. Specifically, factor loadings represent the
strength of association between the observed item and its underlying latent
variable. If a given loading has a value of 1.0, then it may be presumed that
there is a one-to-one correspondence between the response scale of the item
and the unobserved scale underlying the latent variable. However, to the
degree the coefficient deviates from being 1.0, there is less correspondence
between the response scale (or metric) of the observed item and that of the
latent variable. Continuing with the example, assume that we tested for metric
invariance in Figure 12.4, and failed to support it. Assume further that upon
further analysis it was learned that the problem was isolated to A ,, of Group 1
(0.85) not being statistically equal to A, of Group 2 (0.50). These results
would indicate that even though a Group 1 individual may give the same
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response as someone from Group 2, the response value has a different mean-
ing in terms of the corresponding value for the latent variable.

Testing the appropriateness of metric invariance is relatively straightfor-
ward (Vandenberg & Lance, 2000). It encompasses the use of both the fit
indices of the metric invariance model itself and the chi-squared difference
test between this model (with equality constraints between loadings of like
items) and the configural invariance model (without the equality constraints).
Support for metric invariance is observed when the fit indices for the metric
invariance model are favorable and the chi-squared difference test between
this model and the configural invariance model is not statistically significant.
However, the chi-squared difference test is sensitive to the overall sample size,
and it may be difficult to observe a non-significant difference when sample
sizes are large across the groups. Therefore, the chi-squared difference test by
itself is insufficient to conclude that metric invariance is not supported, and
additional information should be considered. If the chi-squared difference is
statistically significant, but all of the fit indices for the metric invariance model
are favorable, then metric invariance is probably an acceptable conclusion. If,
however, the chi-squared difference is relatively large and statistically signifi-
cant, and the fit indices of the metric invariance model are less than favorable
(even by a small amount), then the conservative and appropriate conclusion is
to assume that metric invariance does not exist between the groups.

Assuming metric invariance has not been supported, the next step in the
analysis is to determine the severity of the problem and consider the implica-
tions for the researcher’s ability to test the model representing the structural
hypotheses such as with the model in Figure 12.1. We recommend that man-
agement researchers consider the severity of the issue and determine if the
lack of invariance is due to one item indicator from among the many items, or
nearly all items. Also to be considered is whether it is limited to one particular
measure or to most of the measures, and whether it is limited to one group, or
whether there is some degree of invariance among items in all groups (if there
are more than two groups). If the severity is relatively minor, then a partial
metric invariance strategy may be undertaken (Vandenberg & Lance, 2000).
For example, if the problem is limited to one item in one of the groups, the
item could potentially be removed from the analysis without jeopardizing
the construct validity of the measure to which it belongs. Alternatively, the
equality constraint for that item could be relaxed and the loadings freely
estimated for that item in each group. As noted by Vandenberg and Lance
(2000), such a partial metric invariance strategy is not without controversy
because it involves judgment calls and thus should be heavily driven by theo-
retical considerations.

As to implications for hypothesis testing purposes, this is dependent upon
the degree of and pattern of invariance as discussed previously. If the lack of
invariance is relatively minor, then the researcher can proceed with the tests of
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the theoretical differences between groups (if differences are the focus of the
hypotheses), or with collapsing the data from both groups together for
hypothesis testing purposes (if group differences are not a focus of the
research). If the problem is severe; that is, a large number of the 12 items in
Figure 12.2, for example, are not metrically invariant or the lack of invariance
is due to items of one scale in particular, then the next step depends upon how
the groups were to be used for hypothesis testing purposes. If the data from
both groups were to be collapsed together, then the researcher may need to
simply use the group with the strongest loadings of the observed scores onto
the latent variables and discard the other group. If, though, the hypotheses
require a comparison between groups, then the prospect emerges that the
researcher may have to collect additional data.

Structural Equation Model
Mediation and Latent Variable Relationships

Moving beyond models that focus on measurement issues, we now focus on
structural relations representing proposed causal structures among latent
variables, as exemplified by our Example Model in Figure 12.1. A first special
model of this type we will consider is used often by management researchers
and incorporates mediation, such that the effect of one latent variable on
another is proposed to be transmitted through one or more additional latent
variables. For example, the model in Figure 12.1 proposes that 1, is a media-
tor of the effects of &, and &, on n,. This model proposed full mediation, in
that &, and &, do not directly influence 1, but instead operate only indirectly
through n,.

Mediation models are prevalent in nearly all areas of management
research. Recent SEM examples include work that has examined psychological
empowerment as a mediator of the effects of information privacy on organi-
zational citizenship behavior and creative performance (Alge et al., 2006), and
research on procedural justice as a mediator of effects of information privacy
and outcome favorability on test taking motivation, organizational attraction,
and intentions toward the organization (Bauer et al., 2006). Positive and neg-
ative sentiments have been examined as mediators of effects of subordinate
charisma on interpersonal and informational justice (Scott, Colquitt, &
Zapata-Phelan, 2007), as has leader-member exchange as a mediator of the
impact of transformational leadership on organizational citizenship behavior
and task performance (Wang, Law, Hackett, Wang, & Chen, 2005). Finally,
perceived organizational support has been examined as a mediator linking
perceived organizational support with commitment and performance (Pazy &
Ganzach, 2008).

To further discuss mediation, we refer to a set of models in Figure 12.5> A
model without mediation is shown in Figure 12.5a, which indicates that §,
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directly causes n,. To illustrate, consider the relationship between value con-
gruence (VC) and organization commitment (OC). Most research has treated
this relationship as a direct effect, consistent with the model in Figure 12.5a in
which & has a direct path to 1. This model can be contrasted with the model
in Figure 12.5b, in which &, (VC) causes n, (OC) both directly and indirectly
through the mediating variable n, (PRE) via the paths y,, and 3,. This second
model is based on the suggestion that the effect of value congruence is medi-
ated by predictability, arguing that value congruence helps employees predict
the behavior of others and coordinate their actions, which in turn increases
commitment to the organization (Kalliath, Bluedorn, & Strube, 1999; Meglino
& Ravlin, 1998).

A more complex mediated model is shown in Figure 12.5¢, in which the
effects of &, (VC) on n, (OC) are mediated by n, (PRE) as well as n,, which
signifies communication (COM). This model is based on the proposal that
value congruence fosters communication by giving employees a common
frame for classifying and interpreting events (path y,,), which in turn enhances

(a) (b) 2

€

© (d)

Figure 12.5 (a) No Mediation; (b) One Mediator; (c) Two Mediators; (d) Three-stage Mediation
Model.
Note: VC; value congruence; 0C, organizational commitment; COM, communication; PRE, predict-
ability.
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organizational commitment via the path B, (Erdogan, Kraimer, & Liden,
2004; Meglino & Ravlin, 1998). Finally, the model in Figure 12.5d adds a path
(B,,) from n, to n,, thereby incorporating a three-stage mediated effect from §,
ton, (COM) to n, (PRE) to n,. This model is supported by additional research
which suggests that open communication facilitates predictability (Reilly &
DiAngelo, 1990; Schuler, 1979). These four models show that mediation can
be partial or complete, involve multiple mediators, and can transmit effects
through multiple paths. Thus, mediated models such as those in Figure 12.5
can be used to depict and test increasingly refined explanations of the relation-
ships between theoretical constructs (Whetten, 1989).

Various procedures for analyzing mediation have been developed (Baron
& Kenny, 1986; James & Brett, 1984; MacKinnon, Lockwood, Hoffman,
West, & Sheets, 2002). The most popular among management researchers is
the causal steps procedure outlined by Baron and Kenny (1986), which states
that mediation is established when four conditions are met: (a) the indepen-
dent variable is related to the dependent variable; (b) the independent vari-
able is related to the mediator variable; (c) the mediator variable is related to
the dependent variable; and (d) when the mediator variable is statistically
controlled, the independent variable is no longer related to the dependent
variable. Referring to the models in Figure 12.5, the first condition stipulates
that y,, in Figure 12.5a is significant, the second and third conditions require
that y,, and [3,,, respectively, in Figure 12.5b are significant, and the fourth
condition specifies that y, * in Figure 12.5b is not significant. Satisfying all
four conditions means that n, fully mediates the effect of & on n,, whereas
satisfying the first three conditions but not the fourth indicates that media-
tion is partial, such that & affects n, both directly and indirectly through n,
(Baron & Kenny, 1986).

Despite its popularity, the causal steps procedure has several limitations
that compromise the quality of inferences based on its use. First, requiring an
initial relationship between the independent and dependent variable (step (a)
earlier) can rule out models that have mediated and direct effects with oppo-
site signs (MacKinnon et al., 2002). This point is clarified by noting thaty,, in
Figure 12.5a, which is used to establish that the independent variable and
dependent variable are related, is algebraically equivalent to v, 3, + v,,* in
Figure 12.5b. The term VY, 3, is the product of the paths that carry the medi-
ated effect of & on ), through n,, and y, * is the direct effect of § on n, after n,
is controlled. Thus, if the mediated effect represented by v, [3,, is accompanied
by a direct effect y,* with opposite sign, the two effects can combine to yield a
nonsignificant value for y,,, even when the mediated effect is substantial. In
this case, the absence of an overall relationship would invite the researcher to
conclude that no mediation exists when, in fact, a mediated effect is present.

Second, the test of y,,* in the fourth step of Baron and Kenny (1986) has no
direct bearing on the evaluation of the mediated effect represented by y, 3,,. As
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noted previously, Y, in Figure 12.5a is equal to Y, 3, + Y, * in Figure 12.5b,
which in turn implies that y, 3, = Y,,-Y,,*. Thus, for a particular value of y, 3,,,
Y, ¥ can take on any value, provided it is accompanied by a value of y,, that sat-
isfies the equality v, B,, = Y,,-Y,,*. This equality further shows that the medi-
ated effect y,,3,, is not captured by either y,, or y,,* alone, which are the focus
of the first and fourth steps, but is instead represented by the difference
between Y, and Y, *. So, an improper focus on the fourth step can also lead to
an incorrect conclusion regarding mediation. Third, the tests involved in the
causal steps procedure do not themselves yield a test of the mediated effect
indicated by the product y, 3, (MacKinnon et al., 2002), although Baron and
Kenny (1986) describe how v, B,, can be tested separately from the causal steps
procedure itself. Finally, because it is framed around the basic mediated model
in Figure 12.5b, the causal steps procedure provides little guidance for assess-
ing mediation in more complex models, such as those in Figures 12.5¢ and
12.5d. The general conclusion is that reliance on the four steps of Baron and
Kenny (1986) can lead to incorrect inferences regarding mediation and may
not be effective with complex models common to management research.

Limitations of the causal steps procedure presented by Baron and Kenny
(1986) have been addressed in subsequent work that management researchers
should be aware of. For instance, in a restatement of the causal steps proce-
dure, Kenny, Kashy, and Bolger (1998) noted that the first and fourth steps are
unnecessary, leaving the second and third steps as necessary and sufficient to
establish mediation. Methods for testing the mediated effect indicated by y, 3,
have also been refined. The test proposed by Baron and Kenny (1986) adapted
work by Sobel (1982) to obtain the standard error of vy,3,,, which can be
expressed as:

122

2
S, + S S
\/'Y21 BIZ Y21 BIZ Y21

Dividing v, 3,, by this quantity yields a test statistic that can be referred to the
standard normal distribution to determine whether y, 3, is statistically signif-
icant, providing a test of whether the mediated effect is statistically different
from zero. This procedure is widely used (MacKinnon et al., 2002), and varia-
tions of the previous formula are incorporated into structural equation model-
ing programs to compute standard errors of indirect effects (MacKinnon et al.,
2002; Shrout & Bolger, 2002). However, this test relies on the assumption that
the product Y, 3, is normally distributed, which is necessarily violated when y,,
and 3, are themselves normally distributed (Bollen & Stine, 1990; MacKinnon
et al., 2002; Shrout & Bolger, 2002). This problem can be overcome by testing
Y,,B,, using nonparametric procedures such as the bootstrap (Bollen & Stine,
1990; Efron & Tibshirani, 1993), in which cases are randomly drawn with
replacement from the original data to construct bootstrap samples, the model
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is estimated for each bootstrap sample, and the results from the bootstrap
sample are used to construct sampling distributions and confidence intervals
of parameter estimates. Simulation studies evaluating the bootstrap indicate
that accurate confidence intervals for y, 3, can be obtained using the bias-
corrected percentile method (Cheung & Lau, 2008; Cheung, 2007;
MacKinnon, Lockwood, & Williams, 2004; Taylor, MacKinnon, & Tein, 2008;
Williams & MacKinnon, 2008).

Techniques for analyzing the basic mediated model in Figure 12.5b can be
extended to more complex models typical of management research. For
instance, the model in Figure 12.5¢ has two mediated effects, one through n,
and another through .. As stated before, the mediated effect through n, is
evidenced when Yy, and 3, both differ from zero, and the magnitude of this
effect is given by the product y, 3,,. Similarly, the mediated effect through n, is
supported when y,, and 3, both differ from zero, and the size of this effect
equals Y, B,,. The sum of these two mediated effects and the direct effect indi-
cated by y, ** gives the total effect of § on 1, (Alwin & Hauser, 1975; Bollen,
1987), which represents to total impact of § on 1. With the addition of a path,
the model in Figure 12.5d has three mediated effects, including the two effects
represented by Y, 3,, and v, 3, along with the three-stage effect captured by the
product y, B,,8,,. This effect is supported if y,, 3,,, and [, each differ from
zero. Adding these three mediated effects to the direct effect y *** yields the
total effect of & on n,. For both of these models, the coefficient products
involved in the mediated and total effects can be tested using bias-corrected
confidence intervals constructed from results produced by the bootstrap.’

Models with several latent variables can involve numerous mediated
effects, and algorithms for identifying these effects as combinations of direct
and indirect effects have been developed (Alwin & Hauser, 1975; Bollen, 1987;
Brown, 1997; Fox, 1980, 1985; Greene, 1977). These algorithms are essential
for theory testing by management researchers, because different mediated
effects within a model typically represent distinct theoretical processes. As a
result, while current structural equation programs can report the total effects
of one latent variable on another, they do not report the individual mediated
effects that constitute these sums. These individual effects are important
because they represent distinct mediated processes by which one variable can
influence another.

As a final caveat, we recommend to management researchers that mediated
effects be considered as synonymous with indirect effects (Alwin & Hauser,
1975). This position is consistent with most discussions of mediation (Baron
& Kenny, 1986; James & Brett, 1984; Kenny et al., 1998; MacKinnon et al.,
2002; Shrout & Bolger, 2002). However, some authors distinguish between
mediated and indirect effects by arguing that a mediated effect requires an ini-
tial relationship between the independent and dependent variable, claiming
that this relationship establishes that there is a relationship to be mediated
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(Holmbeck, 1997; Preacher & Hayes, 2004). To the contrary, we argue that
mediation can exist irrespective of the relationship between the independent
and dependent variable (as when a mediated effect is accompanied by a direct
effect of opposite sign that nullifies the overall (i.e., total) effect of the inde-
pendent variable on the dependent variable, as previously discussed). Other
researchers have suggested that an indirect effect exists only when the inde-
pendent and dependent variables are unrelated (Mathieu & Taylor, 2006).
This position seems difficult to defend given that, when the independent and
dependent variable are unrelated, an indirect effect can occur only when it is
accompanied by countervailing effects of equal magnitude. Returning to the
model in Figure 12.5b, the relationship between the independent and depen-
dent variable is represented by the equality y,, = Y, 3,, + Y,,*. If this relationship
equals zero, then we have 0 =y, B, + Y, *, or V, B, = =V, *. We see no reason to
restrict consideration of indirect effects to cases in which this equality holds.
Rather, we believe the analysis of mediation by management researchers
would be greatly facilitated by equating mediated effects with indirect effects
and applying effect decomposition procedures as previously described to
identify the various components that constitute the relationships among
latent variables (Alwin & Hauser, 1975; Bollen, 1987; Brown, 1997; Fox, 1980,
1985; Greene, 1977).

Moderation and Latent Variable Relationships

A second type of latent variable relationship we will consider involves
moderation, in which the effect of one variable on another depends on the
level of a third variable, usually termed a moderator variable (Zedeck, 1971).
Contemporary examples of moderation in management research include
gender as a moderator of the effects of work-family conflict on career satis-
faction (Martins, Eddleston, & Veiga, 2002), emotional intelligence as a
moderator of the effects of job insecurity on coping behavior (Jordan,
Ashkanasy, & Hartel, 2002), organizational structure as a moderator of the
relationship between justice and social exchange (Ambrose & Schminke,
2003), social status as a moderator of the relationship between organizational
citizenship behavior and mistreatment in the workplace (Aquino & Bommer,
2003), and strategic orientation as a moderator of the effect of strategy
formulation capability and firm performance (Slater, Olson, & Hult, 2006).
Methods for analyzing moderation with multiple regression are well estab-
lished and involve the use of product variables created by multiplying the two
variables involved in the interaction to create another variable that is used to
test the interaction hypothesis (Aguinis, 2003; Aiken & West, 1991; Jaccard,
Turrisi, & Wan, 1990). In contrast, methods for analyzing moderation in
structural equation models are continuing to evolve. Early management appli-
cations focused on categorical moderators and used the multi-sample capabil-
ities discussed previously in the section on measurement invariance to test the
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equality of structural paths across groups (Podsakoff, Williams, & Todor,
1986). More recently, several studies have used a version of the total aggrega-
tion with reliability correction approach (briefly mentioned previously as an
alternative to items and parcels), which was extended to testing continuous
moderators by Mathieu, Tannenbaum, and Salas (1992) and was reviewed by
Cortina, Chen, and Dunlap (2001). Examples of this approach include a study
of empowerment readiness as a moderator of leadership empowerment behav-
ior on sales performance (Ahearne, Mathieu, & Rapp, 2005), research on per-
ceived organizational value of creativity moderating the effects of creative role
identity on employee creativity (Farmer, Tierney, & Kung-McIntyre, 2003),
and a study of various moderators of cognitive, motivational, and emotional
processing underlying active learning approaches (Bell & Kozlowski, 2008).

Management researchers attempting to apply SEM methods for studying
interactions face numerous choices and unresolved issues. Although the total
aggregation approach to testing interactions has been used and has some
advantages, we will focus on relatively newer approaches that are based on the
use of multiple indicators. Historically, most work on moderated structural
equation modeling with multiple indicators can be traced to Kenny and Judd
(1984), who examined the following moderated structural equation: n, = y§,
+V,E, +V,6,&, + (. Referring to the model in Figure 12.1, this equation would
be appropriate if an interaction was proposed between &, and &, because it
involves creating a product variable involving the exogenous latent variables
(,&,), the significance of which provides the statistical test of interaction and
moderation.

A key issue concerns how the indicators for this product latent variable are
created. Kenny and Judd (1984) formed indicators of § &, by computing all
pair-wise products of the indicators of §, and &,. However, Kenny and Judd
(1984) also showed that use of product indicators introduces dependencies
among the item loadings, measurement errors, and variances and covariances
of &, §,, and & &,, which they noted could be handled by incorporating nonlin-
ear constraints into the model. In this context, these constraints result in the
value of one factor loading estimate being constrained to take on the value of
the products of two other factor loadings from the same model. Kenny and
Judd (1984) imposed these constraints using the early software program
COSAN (Fraser, 1980), and Jaccard and Wan (1995) showed how the con-
straints can be imposed in LISREL (Joreskog & Sorbom, 1993). Subsequently,
Joreskog and Yang (1996) extended the Kenny and Judd (1984) model to
include parameters representing means of manifest and latent variables and
intercepts in the measurement and structural equations, which are needed to
properly specify the model.

More recently, Algina and Moulder (2001) modified the Joreskog and Yang
(1996) approach by using mean-centered indicators (deviation values instead
of raw scores) for &, and &, and fixing their intercepts to zero, which reduces
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convergence problems and makes it more likely that acceptable parameter
estimates will be obtained. Wall and Amemiya (2001) derived a generalized
appended product indicator (GAPI) model that is similar to the Algina and
Moulder (2001) approach but makes no distributional assumptions concern-
ing the variables in the model, which in turn lessens the need for some of the
nonlinear constraints. Also recently, Marsh, Wen, and Hau (2004) went fur-
ther by dropping all nonlinear constraints of the Jéreskog and Yang (1996)
approach, with the intent of simplifying model specification. In addition to
these main approaches, other methods that involve product indicators include
the two-step procedure presented by Ping (1995, 1996) and the two-stage least
squares (TSLS) approach derived by Bollen (1995; Bollen & Paxton, 1998).

The various methods for analyzing moderated structural equation models
with product indicators have been critically evaluated (Cortina, Chen, &
Dunlap, 2001; Joreskog, 1998; Li et al., 1998; Marsh et al., 2004; Moulder &
Algina, 2002; Yang-Wallentin & Joreskog, 2001) and management researchers
should be aware of their limitations. Overall, this work indicates that the two-
step procedure (Ping, 1995, 1996) and TSLS method (Bollen, 1995; Bollen &
Paxton, 1998) are less effective than other approaches in terms of parameter
bias, efficiency, and statistical power. Methods that disregard means and
intercepts (Jaccard & Wan, 1995; Kenny & Judd, 1984) should also be avoided,
not only because these parameters are nonzero when models include product
terms (Joreskog & Yang, 1996), but also because means and intercepts are
required to locate scale values of the latent variables, as needed to interpret
moderating effects (Aiken & West, 1991). A drawback of the unconstrained
approach of Marsh et al. (2004) is that it estimates parameters that are known
to be functions of other parameters even when all distributional assumptions
are dropped (Wall & Amemiya, 2001), which needlessly consumes degrees of
freedom while testing the model. On the positive side, models consistent with
the Joreskog and Yang (1996) approach generally perform well, provided the
& &, product term has multiple indicators, the indicators of §, and &, are mean-
centered, and constraints that result from normality assumptions are relaxed
(Algina & Moulder, 2001; Marsh et al., 2004; Wall & Amemiya, 2001; Yang-
Wallentin & Jéreskog, 2001).

The foregoing approaches to moderated structural equation modeling
involve product indicators of § &,, which greatly increase the complexity of the
measurement model for &, &, and & &, due to the additional factor loadings
and error variances required and the interdependencies among some of these
parameters. This added complexity is avoided by methods that do not require
product indicators. These methods include the latent moderated structural
equations (LMS) approach proposed by Klein and Moosbrugger (2000), the
quasi-maximum likelihood method (QML) derived by Klein and Muthén
(2007), the two-stage method of moments (2SMM) procedure proposed
by Wall and Amemiya (2000, 2003), and Bayesian methods developed by
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Arminger and Muthén (1998) and Lee and colleagues (Lee, Song, & Tang,
2007; Lee & Zhu, 2000; Song & Lee, 2006). Simulation studies indicate that
these methods perform well relative to methods that involve product indica-
tors discussed in the preceding paragraph (Dimitruk, Schermelleh-Engel,
Kelava, & Moosbrugger, 2007; Klein & Moosbrugger, 2000; Klein & Muthén,
2007; Lee, Song, & Poon, 2004; Schermelleh-Engel, Klein, & Moosbrugger,
1998; Wall & Amemiya, 2000, 2003).

Although these methods for estimating moderated structural equation
models without product indicators are promising, the estimates they provide
are not appreciably better than those yielded by the GAPI model (Wall &
Amemiya, 2001) and the Joreskog and Yang (1996) approach with mean-
centered indicators for &, and &, and multiple indicators assigned to the & &,
product term (Algina & Moulder, 2001). Moreover, the LMS, QML, and
Bayesian methods rest on the assumption that the indicators of &, and &, fol-
low a multivariate normal distribution, and it remains unclear how well these
methods perform when this assumption is violated. In addition, these meth-
ods are difficult to implement because they have not been incorporated into
structural equation modeling programs. Currently, the LMS approach is avail-
able in MPlus (Muthén & Muthén, 2007), and the 2SMM can be implemented
with customized code written for SAS (Wall & Amemiya, 2003).

Beyond these options, researchers must obtain, learn, and implement the
required software from researchers who developed the methods. Moreover,
the literature that describes these methods speaks to statisticians rather than
applied management researchers, and understanding the details of these
methods requires advanced statistical training. For these reasons, methods for
estimating moderated structural equation models without product indicators
can be viewed as promising but technically demanding alternatives to meth-
ods that use product indicators, which may be preferred by management
researchers. For now, as noted earlier, models based on the Jéreskog and Yang
(1996) approach seem to be best, provided the §,&, product term has multiple
indicators, the indicators of §, and §, are mean-centered, and constraints that
result from normality assumptions are relaxed.

Latent Growth Models for Examining Change with Latent Variables

We now consider a third special type of latent variable relationship relevant
for management researchers, who often collect data on the same variables
from the same source and from at least three occasions across time to circum-
vent the criticisms of working with cross-sectional designs. With this type of
data, regression analysis has typically been used to examine the associations
among variables across time. With such an analysis, differences between
observations on one variable are being associated with the differences between
observations on another variable. However, in many instances the researcher
is interested in whether change in the independent variable will cause a change
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in an outcome variable. A problem with traditional approaches is that associ-
ating the differences between observations on one variable with the between
observation differences on another variable, such as in regression analysis,
does not analytically operationalize change (Burr & Nesselroade, 1990; Collins
& Sayer, 2001; Cronbach & Furby, 1970; Duncan, Duncan, Strycker, Li, &
Alpert, 1999; Lance et al., 2000; Rogosa, 1995; Rogosa, Brandt, & Zimowski,
1982). Change in a variable means that across time we will observe an increase
or decrease in it that may be linear or curvilinear in some fashion, and that we
may associate with outcome variables (Bentein et al., 2005; Chan, 1998; Chan,
2002; Chan & Schmitt, 2000; Lance et al., 2000).

The analysis of change within SEM is referred to as growth modeling or
latent growth modeling (LGM). Historically, growth modeling has its roots in
two statistical camps—the random coefficient modeling (RCM) approach best
represented by Singer and Willett (2003) and the SEM approach best repre-
sented by Bollen and Curran (2006). The latter is the emphasis in this chapter
because it incorporates latent variables and multiple indicators. Recent exam-
ples of the use of LGM in management research include Bentein, et al. (2005)
who examined the impact of changes in affective, normative, and continuous
forms of commitment on change in turnover intention across 18 months, and
how the change in intention predicted actual turnover behavior at 24 months.
Also, Chan and Schmitt (2000) examined how change in organizational new-
comers’ proactive behaviors impacted their initial workplace adaptation to the
organization during the socialization period. In yet another study, Day and
Lance (2004) examined how individuals developed (i.e., changed) as leaders
over time and the implications this had for their own, as well as the unit’s
effectiveness. A final example includes Marathe, Wan, Zhang, and Sherin
(2007) who examined the impact of change in contextual and organizational
structure factors upon both the changes in organizations’ technical and cost
efficiencies.

To illustrate latent growth modeling, we present an Example Model in
Figure 12.6 which is based upon the Bentein et al. (2005), and Lance et al.
(2000) studies. The example includes four latent variables, N, to n, (near the
bottom of Figure 12.6) that represent the construct of affective commitment
(AFF) measured at four points in time, AFF —~AFF,, and each is operational-
ized with three items (y,, etc.). The correlations among the same uniqueness
estimates for items across time (represented by double-headed arrows at the
bottom of Figure 12.6) represent shared error variance associated with using
the same items across time.

A key advantage with this design is that using the four repeated measure-
ments of AFF allows for the creation of an initial status or intercept latent
variable (n,) and a slope or change latent variable (1 ). Conceptually, the initial
status latent variable (Initial Status-AFF) represents the status of affective
commitment at the first occasion (Time 1). The change latent variable (Slope/
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Figure 12.6 Example of Latent Growth Model.
Note: AFF,, affective commitment Time 1; AFF,, affective commitment Time 2; AFF,, affective com-
mitment Time 3; AFF,, affective commitment Time 4.

change-AFF) represents the vector or slope of change in affective commit-
ment from the initial status or first occasion. Operationally, implementing the
LGM model requires the step of fixing to prespecified values certain parame-
ters that otherwise might be freely estimated. Specifically, the initial status
latent variable is associated with the first occasion of affective commitment by
fixing the betas from the initial status variable to each of the four commitment
latent variables (3, to 3, in Figure 12.6) to the value of one, and by fixing the
beta (B,,) from the slope or change latent variable to the first occasion of affec-
tive commitment to zero. Similarly, by fixing the betas from the change latent
variable to the four affective commitment variables (B, to [3, in Figure 12.6) at
the values of 0, 1, 2 and 3, we can represent linear change across time and the
fact that the four occasions of measurement were obtained at equally spaced
intervals. However, nonlinear change may also be estimated. The model as
described up to this point would be considered as a Level-1 LGM because it
focuses on change within a single latent variable over time.

However, a management researcher may also be interested in investigating
whether the latent variable representing change in affective commitment is
related to some outcome variable, such as individual turnover intention (n,)
measured at the fourth measurement occasion (TL,). The addition of latent
variables and related parameters would result in a new model that would be
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labeled as a Level-2 LGM. This model would be consistent with theory that
there should be a negative association between affective commitment and
turnover intention (Bentein, et al., 2005; Lance, et al., 2000). As shown in the
figure, the path from the initial status latent variable to the turnover intention
latent variable (f3,, ) represents the cross-sectional test (i.e., traditional test) of
the latter hypothesis; that the between-observation differences on the initial
status of affective commitment is associated with the between-observation dif-
ferences of turnover intention. In contrast, the path from the change or slope
latent variable to the turnover intention latent variable (3, ) represents a
fundamentally different test of the hypothesis. A statistically significant and
negative estimate of this path coefficient (3, ) would indicate that higher lev-
els of positive change in affective commitment across time would be associated
with lower levels of individual’s turnover intentions at Time 4. Such a conclu-
sion could not be achieved in a cross-sectional design with latent variables or
with a longitudinal design using traditional analyses such as regression.
Management researchers have some important issues to consider before
undertaking an LGM, and going through the expense of resources to collect
data over multiple time periods. First among these issues is the question of
from whom the data will be collected. Even if the researcher has a well speci-
tfied LGM that is anchored tightly to an appropriate conceptual framework,
supportive results may not be possible if there is no change in the substantive
variables of interest during the data collection. The application of LGM
requires the researcher to carefully select a sample with a focus on the substan-
tive latent variables along which change is required to validly test the hypoth-
eses. A traditionally obtained convenience sample may not be adequate if
change does not occur in the key variables as needed to test the theory.
Assuming the sample issue has been addressed, another issue of impor-
tance is measurement quality. It is essential that researchers use measures of
the substantive variables that have very strong psychometric properties and
known validity. This is key because configural and metric invariance (see
review of these in earlier part of the chapter) must be present for the variables
along which change is expected (affective commitment in Figure 12.6) before
one proceeds with the actual test of the LGM (Bentein et al., 2005; Bollen &
Curran, 2006; Chan, 1998; Lance et al., 2000). If configural invariance is not
supported, then as noted earlier the observed responses to the underlying
question were being determined by different constructs at the different time
points, which precludes further analysis of change. Metric invariance or
strong partial metric invariance must also be present, given that the intercept
of the response (observed items) is a function of its lambda (i.e., factor loading
onto the latent variable), and the fact that the mean of the substantive latent
variable is a function of the item intercepts associated with the substantive
variable. Therefore, if metric invariance is not strongly supported, one cannot
be fully confident that the mean change represents real change, as it may be an
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artifact of the measures not possessing metric invariance (creating artifactual
change). These problems are least likely to occur if the measures of the
substantive latent variables possess strong measurement qualities, including
configural and metric invariance.

A management researcher could examine more complicated hypotheses
by extending the research design associated with Figure 12.6. Since four
waves of data are involved, nonlinear forms of change (Bollen & Curran,
2006) such as a quadratic change function could be examined. The model
could also have included more than one variable along which change was
expected. For example, turnover intention could also have been measured at
the four time points, and a researcher could evaluate whether change in affec-
tive commitment is associated with change in turnover intention (Bentein,
etal,. 2005). In addition, assuming theoretical differences exist between
groups or samples with respect to baseline and change (e.g., an intervention
group vs. a control group; an organization undergoing change vs. one not
changing; etc.), the groups could be compared via multi-sample analysis to
test, for example, whether they started at the same place, or changed at the
same rate or in the same direction. Further, moderation tests may be under-
taken whereby the impact of change in one latent variable on some outcome
is a function of the change in another latent variable. Finally, a lagged design
could be used to test causal order.

One final recommendation we provide for management researchers is that
they conduct Level-1 tests separately on each of the variables along which
change is expected before conducting Level-2 tests that include outcome vari-
ables (Bollen & Curran, 2006; Duncan et al., 1999). As noted earlier, the model
in Figure 12.6 is technically a Level-2 or conditional LGM because there is a
“causal” path from the initial status and change in affective commitment to
turnover intention. Thus, intention is conditional upon the initial status and
change latent variables. Figure 12.6 would be a Level-1 or unconditional
model if turnover intention were removed from the analysis and only the sig-
nificance of the initial status and change latent variables were evaluated. The
Level-1 LGM tests are recommended to: (a) determine whether change did
indeed occur; (b) ascertain the form of change (i.e., linear, quadratic, etc.); and
(c) identify the direction of change (i.e., upward or downward). If no change
had occurred, for instance, it would not be appropriate to attempt to model
the slope or change latent variable as an antecedent to turnover intention in
Figure 12.6. Further, learning the shape and direction of change from a Level-
1 analysis would facilitate the interpretation of the findings from the Level-2
or conditional LGM.

Multilevel Issues: Latent Variable Relationships at Individual and Group Levels

The fourth special type of latent variable relationship we consider involves
multiple levels of analysis. In the preceding examples, the relationships
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between latent variables examined have been at the individual level of analysis
and an unmentioned statistical assumption of independence of observations
was made. In many situations common to management research this assump-
tion may be inappropriate, such as when data are collected from individuals
nested within work units (e.g., teams or departments). Further, in some of
these instances researchers may be interested in investigating models about
group-level processes, such as when differences between teams on their
commitment is proposed to influence team-level performance. A traditional
approach to the analysis of multilevel data involves RCM with observed indi-
cator variables, as was mentioned in discussions of analysis of change.

We will focus here on SEM models for multilevel analysis, and because of
the relative newness of this advanced application of SEM, only a few examples
are currently available. For one, Richardson and Vandenberg (2005) exam-
ined how a team leader’s perceptions (a team-level variable) of how well
employees could work in a high-involvement work environment impacted the
team employees’ collective perceptions (an aggregated individual-level vari-
able) of the team climate for high-involvement work processes. Further, they
examined how the latter perceptions influenced team absence (based on orga-
nizational records) and performance (again a team-level variable). In another
application, Cheung and Au (2005) examined whether the same measurement
and structural path models (predicting intention from commitment, job secu-
rity etc.) at the individual level were appropriate to 27 different cultures (i.e.
the between-unit level).

The example we will use to discuss issues related to multilevel SEM can be
found in Figures 12.7a and 12.7b. This model is based on previous work
by Richardson and Vandenberg (2005) and Vandenberg, Richardson and
Eastman (1999). To investigate this model it should be noted that data must be
collected from a large number of individual employees who are grouped in an
adequate number of work teams. In brief, the first conceptual premise related
to multilevel SEM is that at the individual or within-unit level, individuals’
perceptions of their managers’ transformational leadership behaviors (TLB)
directly influences their perceptions of the degree to which their work unit is
a high involving one (HIW); that is, one in which they are given autonomy
and are provided the information, training and other resources to work in an
independent manner. This part of the proposed model is shown in Figure
12.7a. In addition to these individual-level processes, the second conceptual
premise is that since the same manager directs several members in a work
unit, these units are expected to have varying climates for transformational
leadership and high-involvement work processes due to differences between
managers. Thus, a researcher might want to model these between-group pro-
cesses, based on the assumption that members within the same unit would be
expected to share similar beliefs concerning their manager’s transformational
style which, in turn, would be expected to influence employees’ shared beliefs
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Unit
(b) Absence
Y1B

Figure 12.7 (a) Individual or Within-level Model; (b) Group or Between-level Model.
Note: TLB, transformational leadership behavior; HIWP, high-involvement work practices.

concerning the work unit’s climate for high involvement. Those hypotheses
should be considered if there is something theoretically meaningful about the
higher-order unit (in this case the team), and as such individual responses are
conditional on those observations belonging to one unit vs. another.

For example, an individual’s rating of his/her manager’s transformational
leadership behaviors (TLB) is proposed to be due to both his/her independent
assessment of those behaviors (Figure 12.7a), and a shared belief among all
members in the unit as to how those behaviors are exhibited in the work unit
(Figure 12.7b). Therefore, regardless of whether one is taking a regression
analytical approach (i.e., RCM) or an SEM approach, the key to successfully
testing the multilevel hypotheses is separating the individual contributions to
the response (also referred to as the within component) from the unit-level
contributions to the response (also referred to as the between component).
Finally, the model in Figure 12.7b proposes that the climate for high involve-
ment is expected to negatively influence absences in the work unit, but
positively influence the degree to which the work-unit managers view their
units as engaging in organizational citizenship behaviors.
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Management researchers wanting to test multilevel models such as the
example shown in Figures 12.7a and 12.7b should begin with a strong theoret-
ical rationale for undertaking a multilevel test that helps define the measures
used and how they should be worded (Kozlowski & Klein, 2000). For example,
if a researcher is eventually aggregating individual perceptions of unit pro-
cesses to create work-unit climate indices (such as TLB and HIWP in Figure
12.7b), then the items constituting the measure should make reference to the
work unit (Chan, 2005). Second, a strong theory helps define the types of vari-
ables to be analyzed at the higher-order level (e.g., work unit, department,
organization), which determines how individuals will be grouped. For exam-
ple, theory should lead to the determination that the work team is the appro-
priate entity to focus on, as compared to the higher-level unit of department.
Defining the type of higher-level entity or group is quite important for speci-
tying the associations to be expected at the higher-order level. Finally, theory
helps define how the variables from the lower-order level (i.e., individual) will
manifest at the high-order level.

For example, there is the concept of isomorphism in multilevel research
(Bliese, 2000; Bliese, Chan & Ployhart, 2007; Chan, 2005; Kozlowski & Klein,
2000). Variables are isomorphic if the conceptual content of the latent vari-
ables remains the same across levels as higher-order variables are composed
from lower-order ones. This is illustrated in Figures 12.7a and 12.7b where
transformational leadership and high-involvement work processes are
expected to be the same conceptually across levels. However, isomorphism
does not have to be case under all circumstances. Finally, it should be noted
that any measures obtained at the lower level (e.g., individual perceptions of
high-involvement work processes) that will also be used in some form at the
higher-order level (e.g., work unit climate for involvement) should meet all of
the assumptions regarding within-group agreement (see LeBreton & Senter
(2008) for an excellent review of agreement procedures).

For a management researcher wanting to implement multilevel SEM, the
analysis begins with the overall covariance matrix among the individual-level
indicators, and then this matrix is separated into two other matrices that are
used in the analysis, the within- (Z) and between-level (Z,) covariance matri-
ces. For the model shown in Figure 12.7a, the within-level (£ ) covariance
matrix would be among the 6 indicators (x, to x, and y, to y,), and would con-
sist of 21 elements (15 covariances and 6 variances). These variances and cova-
riances are adjusted in their computation for the fact that individuals belong
to the same work unit. The between-level (Z,) covariance matrix in Figure
12.7b would be among the six intercept variables (x, to x,, and y,, to y,), the
three observed variables for the leader’s ratings of the units OCBs (y, to v.),
and the measure of unit absence. The latter matrix would consist of 55
elements (10 variances and 45 covariances). An important attribute of
this matrix is that the six intercept variables only represent between-unit
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differences at this point, and no part of their variances may be attributed to the
individual. This feature is what makes it possible to test complex multilevel
SEM path models as presented in Figures 12.7a and 12.7b. We mention the
two covariance matrices because some researchers want to average individual
responses and use this average to represent the between-unit latent variables.
This would be inappropriate because such an average is a composite of the
individual and unit contributions to the score, and thus, may result in errone-
ous conclusions about group-level processes.

Another unique aspect of multilevel SEM as shown in Figure 12.7b is the
use of boxes to represent the items at the within-group level, but circles are
used to represent the between-groups equivalent of those items. This is neces-
sary because these group-level indicators are actually intercepts of the
observed scores within each group. Given that they are intercepts, they are
predicted values and thus, are latent variables in their own right. Thus, like
other latent variables, they are represented through circles (Muthén and
Muthén, 2007). Finally, yet another unique aspect of the Example Model in
Figure 12.7b is the incorporation of both an observed (absence) and a latent
(leader’s rating of work unit OCB) endogenous variable at the between level.
Work-unit absence rates could be obtained from organizational records, and
the OCB ratings could be perceptual in nature. Thus, the OCB latent variable
has its own measurement model. Note that since the ratings are obtained from
managers, its indicators are observed scores and thus, are represented as boxes
in Figure 12.7b.

For management researchers, there are several distinct advantages of taking
an SEM approach to multilevel modeling vs. RCM procedures which are often
implemented with the software program HLM (Bryk & Raudenbush, 1987).
Foremost among those advantages is the ability to test complex multivariate
path models such as that in Figures 12.7a and 12.7b. This can be done in an
SEM framework but would be very complex to do using RCM procedures. A
second main drawback to RCM is that the between-level variables that are cre-
ated from the individual-level variables (e.g., TLB and HIWP in Figure 12.7b)
may only be used as criterion variables at the between-level or unit-level anal-
ysis. Thus, RCM procedures could neither treat TLB as a latent exogenous
variable nor HIWP as a latent endogenous variable predicting absences and
leader OCB ratings (since these are not criterion variables). Another advan-
tage of the SEM approach over the RCM procedure is the use of a measure-
ment model underlying the latent variables. As such, measurement error is
accounted for in the SEM approach. With RCM, variables such as transforma-
tional leadership and high-involvement work processes would be typically
represented as means, and thus, there is the implicit assumption that they are
measured without error. Finally, if the models in Figures 12.7a and 12.7b were
going to be evaluated to test for differences between two different organiza-
tions, then tests of invariance such as those applied to measurement models
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discussed in a previous section of this chapter could be undertaken using the
SEM approach but that are not readily available with the RCM procedure.
Some general issues need to be considered by management researchers
planning a multilevel SEM research study. One very important consideration
involves the sample size at the within- and between-unit levels. Heck and
Thomas (2000) advocate maximizing sample size at the between level (e.g.,
having 200 work units vs. 20) in order to produce stable standard errors for
examining parameter estimates at this level. However, one should not neglect
the sample size at the individual level as well. If, for example, a researcher had
200 work units with each unit consisting of 20 people, but only two people
from the 20 responded per unit, then it is very doubtful that any aggregated
scores from the individual level would adequately represent a unit climate
process at the between level. Thus, we recommend maximizing the number of
units but also monitoring how many observations in a unit responded, and
who responded. If it is only the highly tenured unit members who responded,
for example, then one has to question whether their responses reflect the
shared perceptions of all members of that unit. Please note that one could
obtain a high within-group agreement supporting their aggregation in the lat-
ter case, but conceptually the score may not be a valid representation of the
substantive team process of interest (Chen Mathieu, & Bliese, 2004).

Use of Control Variables and Latent Variable Relationships

Our fifth special topic involving latent variable relationships is one that
applies to all of the types of models considered in the second part of this chap-
ter. Many management researchers include “control” variables in their designs
and analyses with the goal of obtaining better estimates of the relationships
between predictors and outcomes based on the theories underlying their
research. Referring back to the model in Figure 12.1, a researcher whose
theory led to the inclusion of &, as a predictor of ), might also include a
control variable that is of less substantive interest but that is added so that the
Y, parameter estimate will not be “biased”. The intent of the researcher would
be that by including the control variable in the model, the y, parameter esti-
mate will better represent the real relationship between &, and 1, and will not
reflect the fact that the control variable was not included in the model. A
researcher might justify this practice with the perspective that it is better to be
conservative and include the control variable, even if it does not turn out to
be significantly related to the dependent variable, than to leave it out and be
subject to the criticism that the significance of the Yy, estimate reflected an
omitted variable. Beyond the Example Model in Figure 12.1, control variables
might be considered for models involving mediation and moderation, as well
as latent growth and multilevel models.

In implementing a regression analysis with a control variable, a manage-
ment researcher would likely follow the common practice of including any of
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the control variables as a first step in a regression analysis, followed by adding
the variables of substantive interest in subsequent steps. In essence, this prac-
tice accounts for the variance of the control variables in both the independent
and dependent variables. Within an SEM, the approach would be to treat the
control variables as exogenous latent variables, allow them to covary with the
exogenous variables of substantive interest (¢, and &), and they would also
have direct paths to all of the endogenous variables (), and n,). In this man-
ner, the variance of the control variables shared with substantive variables of
interest is accounted for when testing the significance of y,, y,,, and [3,, the
paths of interest since they are associated with the key hypotheses of the
model. Examples of the use of control variables in the context of SEM man-
agement applications include research on antecedents of adjustment and per-
formance (Kraimer, Wayne, & Jaworski, 2001), a model that links work-life
benefits to organizational citizenship behavior (Lambert, 2000), and an inves-
tigation of connections between strategic human resource management and
firm performance. Additional examples include a study of antecedents of
management involvement and acquired knowledge (Tsang, 2002) and
research on geographic score and multinational enterprise performance
(Goerzen & Beamish, 2003). Finally, Bentein et al. (2005) controlled for gen-
der when examining the impact of change in commitment upon the change in
turnover intention, and Richardson and Vandenberg (2005) controlled for
industry when conducting their multilevel test on 120 work teams.

Management researchers should consider several issues when deciding to
include control variables in their SEM analyses, and we would like to empha-
size potential concerns related to the indiscriminate inclusion of control
variables, even given the good intentions behind their use. First, the inclusion
of control variables can meaningfully change the substantive meaning of the
constructs of interest (Breaugh, 2006; Edwards, 2008). Edwards (2008, p. 480)
illustrates this nicely through the use of findings from Colquitt, Conlon,
Wesson, Porter, and Ng (2001) regarding the relationship between proce-
dural justice and job satisfaction obtained after removing (i.e., controlling
for) the effects of distributive, interactional and interpersonal forms of justice.
As discussed by Edwards, after the removal of the variance of the latter three
forms of justice, what remains from the analysis is the relationship of one
residual (the residual of procedural justice) to another residual (that of job
satisfaction). As Colquitt et al. (2001) did, researchers often interpret these
residuals in toto as if the complete construct of job satisfaction was regressed
onto the complete construct of procedural justice. However, as noted by
Edwards (2008), while the residual variances can be interpreted in various
ways, they are certainly not the same as the “whole” constructs before control
variables were instituted. Indeed, it is difficult to know what the residuals
are in the absence of further studies examining the construct validity of the
residual itself.
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A second concern is that the psychometric properties of the measures
operationalizing the control variables are frequently ignored by management
researchers. Edwards (2008, p. 480, Equation 5) demonstrates the complica-
tions this causes with respect to unambiguously interpreting the regression
coefficients representing the associations among the variables of substantive
interest. In short, as measurement error of the control variable increases, the
control variables have a larger impact on the variables of interest (even if the
substantive variable is without error). The problem is that this influence may
be largely an artifact of using a control variable characterized by a great deal
of measurement error. The issue of unambiguously interpreting the influence
of the control variables becomes increasingly complicated with the addition of
more control variables each measured with error, combined in the analysis
with substantive variables which are also measured with error. The key point
is that even though SEM allows for researchers to examine control variables as
latent variables to accommodate their measurement error, researchers will
ultimately have better success with control variables that are measured well.

A third issue related to use of control variables is that management
researchers often ignore possible causal relationships among the control vari-
ables and variables of substantive interest in the models they examine. As
noted earlier, within an SEM approach control variables are typically modeled
as exogenous latent variables that are simply correlated with other substantive
exogenous variables of interest. However, as noted by Edwards (2008), there
could be any number of possible relationships linking the control and sub-
stantive variables. For example, it could be that the control variable is a cause
of both the substantive exogenous and endogenous variables of interest.
Alternatively, the substantive exogenous variable of interest could be a cause
of both the control and the endogenous variables. Or a researcher might be
using a control variable as a variable that is better conceptualized as having a
moderating effect on relationships of interest. The point, simply stated, is that
depending on which of these alternative models is the appropriate one, the
researcher may need to examine more complicated models involving tests of
mediation, moderation or some combination of mediation-moderation to
fully understand the role the control variable has in the model.

A final point we would like to note is the seemingly indiscriminate inclu-
sion of control variables in management studies. According to Becker (2005),
over 63% of articles included in his review provided no to very unclear reasons
for control variable use. Further, he found that nearly 50% of authors failed to
explain how the control variable was operationalized, and nearly as many
(48%) failed to discuss the quality of the operationalization’s psychometric
properties (e.g., reliability, validity, etc.). The net result is the readership not
being given a firm conceptual understanding as to why a given control vari-
able was included and why its absence would hinder an unambiguous inter-
pretation of the underlying results if its influence was not removed. Further,
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readers are exposed to operationalizations of the control variables that possess
unknown or poor measurement qualities. Thus, the real possibility exists that
the measures of the control variables are conceptually invalid and thus, are not
representing the control variable construct as stated by the researcher. All of
these problems result in the potential benefits that lead researchers to include
control variables not being realized.

Model Evaluation and Latent Variable Relationships

Our final topic of model evaluation is also one that, like control variables,
applies to all of the latent variable models considered in this part of the chap-
ter. As noted earlier, management researchers investigating models such as
the Example Model shown in Figure 12.1 will obtain a variety of types of
information that can be used to judge the adequacy of the model. Over the
years there have been considerable changes in the approaches used by
management researchers to evaluate multiple indicator models (see previous
reviews by James & James, 1989; Medsker et al., 1994). A more recent review
provided by Williams and O’Boyle (2009) has summarized the practices
followed in 91 articles published in top management journals between 2001-
2008, and from their review several recommendations emerge that should
guide future SEM studies. It should be emphasized that the model evaluation
process is complex, with several types of information being important, and
researchers should be thorough in their use and reporting of this information.
Readers are encouraged to consult additional sources for more information on
the fit measures and model diagnostics mentioned in the following sections
(Kline, 2005).

The first type of information that should be examined for a given model is
the goodness of fit measures that are obtained with SEM software packages.
These measures ultimately summarize and reflect the difference between the
sample covariance matrix used in the analysis and a predicted covariance
matrix based on the parameter estimates obtained for a specific model. In gen-
eral, the more similar the sample and predicted covariance matrices are, the
more favorable is the evaluation of the model. Regarding specific indices,
management researchers have transitioned away from the goodness of fit
index (GFI) and the normed fit index (NFI) to the comparative fit index (CFI)
and the root mean square error approximation (RMSEA). These are positive
changes as the use of the CFI and RMSEA fit indices are better at assessing
model fit (Brown, 2006, pp. 83-86; Kline, 2005, pp. 128-141; Loehlin, 2004,
p. 83). A model can be considered favorably if the CFI value exceeds 0.95 and/
or the RMSEA is below 0.08, and some SEM experts recommend using these
two indices together in judging a model. Another positive trend among
management researchers is the increased use of the standardized root mean
residual (SRMR), which has risen in popularity and for which a value less than
0.10 is considered to reflect a good model. Other indices showed a reduction
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in use in recent management research relative to earlier reviews, such as
parsimonious fit indices (PFI, PNFI, and PGFI). Given the problems of these
latter indices, their decrease in use is a positive development. However, not all
trends from the recent review period were positive. The chi-squared statistic
divided by the degrees of freedom (x*/df) has almost unanimously been criti-
cized in the SEM methodological literature (see Brown (2006, p. 89) and
Kelloway (1998, p. 28) for a summary), however, its presence in the top
journals persists even though this statistic tells researchers very little about
model fit.

The second set of information that should be examined includes evidence
about specific paths that are in the model, including the parameter estimates
and their statistical significance. The null hypothesis test for a given structural
parameter (Y,3) provides evidence as to whether the proposed relationship
between two latent variables is supported. Management researchers typically
report this information, which is a good practice. On the other hand, some
researchers continue to use modification indices to decide if paths should be
added to the model, and this is not a good practice as models revised in this
manner typically do not cross-validate well. In addition to the structural
parameters, the measurement parameters (factor loadings and error vari-
ances) should also be examined. Values for these parameters are used to
obtain the squared multiple correlation for each indicator, which summarizes
how much of its variance is associated with the latent variable of which it is an
indicator. These parameter estimates should also be used to calculate diagnos-
tics for each latent variable that summarize the adequacy of its measures,
including the composite reliability and variance extracted estimates. Manage-
ment researchers need to increase their reporting of these values for the mod-
els they examine Finally, the R® statistic for each dependent variable provides
researchers with important information regarding how much variance is
accounted for by its proposed antecedents, which is different from the issue of
how much of the covariances among variables are accounted for by the model
(Joreskog & Sorbom, 1996). Management researchers should also increase
their reporting of R’ statistics for the endogenous latent variables in their
models.

In addition to the previous issues, a key question of future importance to
management researchers concerns how much the overall fit (or misfit) of a
multiple indicator latent variable model is due to limitations of the measure-
ment model that links the latent variables to their indicators. This question is
relevant even if one has conducted proper evaluation of a measurement model
prior to conducting analyses aimed at testing relationships or causal structure
among latent variables, and this issue has been discussed for several years
(Mulaik, James, Van Alstine, Bennett, Lind, & Stillwell, 1989; Sobel &
Bohrnstedt, 1985; Medsker et al., 1994). As noted by McDonald and Ho
(2002), it is possible that the adequacy of a multiple indicator latent variable
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model as reflected in an overall GFI can be concluded to be good even when
most of this fit is due to the measurement model, or that such adequacy can be
concluded to be bad even when the structural model is good due to a poor
measurement model. In both cases, a researcher ends up making an inference
about relations among latent variables, which is of key theoretical interest,
which is wrong owing to the fact that overall fit indices combine information
about measurement and structural portions of a model into a single value.

McDonald and Ho (2002) conducted re-analyses that included 14 samples
from published between 1995 and 1997 in several psychological journals.
Their results showed that in most cases, those models which demonstrated
good fit achieved this fit due to good measurement models, even though the
structural part of the model may have been unacceptable. Williams and
O’Boyle (2009) have replicated the findings of McDonald and Ho (2002) using
results from a sample of 34 studies published in top management journals,
and found that in most of these studies the overall fit of the full model was
being driven by the measurement model, and the structural components did
not show good fit. While there are approaches to revising fit indices to reflect
the differentiation between the structural and measurement components (e.g.,
the RNFI of Mulaik et al., 1989), with these approaches it is still not possible
to tell if any lack of structural fit is due to a few minor problems of misspeci-
fications vs. one big misspecification. To overcome this fact, McDonald and
Ho (2002) recommend a two-step approach that organizational researchers
should consider for future use.

With their two-stage procedure, researchers would first fit a basic confir-
matory factor analysis using all of the indicators and their latent variables.
Next they would fit a structural model using as input the correlations among
the latent variables obtained from the original confirmatory factor analysis.
The overall fit from the second step yields information about the adequacy of
the structural part of the overall theoretical model, and also allows for analysis
of residuals at the latent variable level that shows specifically where a model is
working well and where it is breaking down. It is difficult, if not impossible, to
reach such a conclusion with analyses that begin at the indicator level. While
these traditional analyses with indicators as inputs result in residuals that
show patterns of misfit at the indicator level, this does lead to direct conclu-
sions about the structural model as can be obtained with the two-step
approach of McDonald and Ho (2002) (using factor correlations as input).

A final issue to be discussed emphasizes the importance of looking at a
variety of fit indices and diagnostics in judging the adequacy of a model. There
does seem to be agreement among organizational researchers using SEM tech-
niques in the value of the use of global fit indices such as the CFI and RMSEA.
However, these indices only give an overall assessment of a model, and it can-
not be known whether any given value reflects the impact of multiple small
shortcomings in a model as compared to a single major problem (as discussed
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by McDonald and Ho (2002)). Distinguishing between these two types of
model misfit can be better accomplished through the use of residuals, includ-
ing their magnitude and pattern, which can yield a much more refined answer
to the question of where a model is working, as compared with the more typ-
ical simple answer to how much it is working.

Additionally, while analysis of residuals at the indicator level can be impor-
tant, we also believe more attention should be focused on how well the
relationships among latent variables are being accounted for. The use of the
two-step approach of McDonald and Ho is promising and can help research-
ers move beyond the question of how good a model is to the question of where
it is good and where it is bad, at the level of latent variables directly associated
with the theoretical constructs of the model. We feel this approach is consis-
tent with the main reason researchers use SEM, which is to test theories and
models of relations among latent variables.

Conclusions

As noted in the introduction, the use of SEM analyses by management
researchers has increased steadily over the past 20 years. This rise in popular-
ity reflects the fact that the technique allows researchers to simultaneously
implement two key aspects of the research process, linking latent variables
associated with concepts of theory to indicators used to represent these
concepts and estimating relationships among latent variables as proposed by
theory. During this time period, nearly all areas of management research have
had their theoretically based propositions tested using SEM, as exemplified by
the studies mentioned in the various sections of this chapter. The key areas of
organizational behavior, human resources, and strategic management have
seen a wide range of processes and relationships examined using SEM, which
has become the standard recommended analytical approach. It should be
emphasized that there are many aspects of SEM that are still under develop-
ment and are being investigated by methodologists from management,
psychology, sociology, and other social science disciplines. During this devel-
opmental period, standards and recommendations have emerged, being
guided by the conceptual and analytical work of these methodologists. This
work is technical and appears in outlets outside the normal readership outlets
of management researchers, and often times there are translation difficulties
as management researcher attempt to understand the implications of this
work for their own substantive research. Within this context, the goal of our
chapter was to present a review of 10 areas of special interest, given the popu-
larity of basic models, such as what we used in our Example Model.

We organized our review of these two groups of topics into one set related
to indicators and their relationships to latent variables. This set included:
discussion of the development of indicators to represent the latent variables;
the types of relationships possible linking latent variables to indicators;
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approaches for examining latent variables that are multidimensional in
nature; and the evaluation of measurement models when data from more than
one group or more than one time period are being analyzed. From there we
switched to several current topics related to the structural model, including:
how to approach mediation and moderation hypotheses; analyses useful for
investigating change with longitudinal data; models appropriate with data that
are nested by level consisting of individuals organized within groups; how to
incorporate control variables in an SEM analysis; and how best to evaluate the
adequacy of an SEM model of latent variable relationships.

As we covered each of these topics, we attempted to present an overview
which would allow the reader with limited SEM experience to understand
conceptually the central issues, we presented examples from management
research relevant to the topic, and then we identified and discussed the rele-
vant technical literature as a way of building a set of recommendations for
how future research could be improved. While considerable material was cov-
ered across our 10 sections as we developed our recommendations, we would
also like to present the key ones in summary form, as shown in Table 12.1.

We hope this table, and its supporting documentation in the preceding sec-
tions, reveal the wide range of difficult choices that researchers will face as
they use this powerful tool for theory testing. Our recommendations are
offered in the attempt to inform these choices, so as to contribute to improved
management research in the future. We also hope our coverage of the issues
will help researchers understand that if they want to take full advantage of this
method, they will need to sustain a commitment to understanding and imple-
menting best practices that are being recommended. Finally, we want to be
very clear of our belief that in the pursuit of our science, good research
emerges from the intersection of good theory, good data, and good analyses.
While SEM can contribute to the latter category, it is also the case that the first
two categories must also not be neglected.
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Endnotes

1. The notion that constructs cause measures does not deny the notion that the act
of administering a measurement tool can influence a construct, as when present-
ing respondents with an attitude survey affects the attitudes that the survey is
intended to assess (Feldman & Lynch, 1988; Harrison, McLaughlin, & Coalter,
1996). In such instances, the obtained measure is still caused by the construct,
such that the causal chain goes from survey administration to attitude formation
to the generated score taken as a measure of the construct.
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2. For each model in Figures 12.5a-12.5d, the number of asterisks on y, indicates the
number of mediated (i.e., indirect) effects that the model includes in addition the
direct effect running from &, to n,.

3. In some cases, tests of coefficient products might yield results that are inconsis-
tent with tests of the coefficients that constitute the product. For example, the
product of two coefficients can be significant when one coefficient differs
substantially from zero while the other coefficient fails to reach significance.
Based on our experience, such inconsistencies are rare. However, when they
occur, we recommend drawing inferences about mediation based on tests of coef-
ficient products, while explicitly acknowledging the nature of the inconsistencies
involved. The extent of such inconsistencies and conditions under which they
occur merit further research.
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