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Platform

Our users: Surgeons, medical professionals

Our goal: Use machine learning as a tool to process
radiographic images, classify their contents into useful
features

Built in Python, using TensorFlow

Flask front-end, but client just wants the model
Transfer learning approach

U-Net: Convolutional Neural Network (CNN) for
biomedical image segmentation

DenseNet-121: Densely connected CNN, every layer is
connected to every deeper layer. 121 layers total

Benefit of transfer learning: we do not need to know how
these work to use them
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What we used

from flask import Flask, render_template, request, redirect, url_for
import os

import sys

import random

# Flask

from flask import Flask, redirect, url_for, request, render_template, Response, jsonify, redirect
from werkzeug.utils import secure_filename

from gevent.pywsgi import WSGIServer

# TensorFlow and tf.keras
import tensorflow as tf
from tensorflow import keras

from tensorflow.keras.applications.imagenet_utils import preprocess_input, decode_predictions
from tensorflow.keras import optimizers

from tensorflow.keras.models import load_model

from tensorflow.keras.preprocessing import image

# Some utilites

import base64

import matplotlib.pyplot as plt
import numpy as np

from util import base64_to_pil
import pydicom

import nibabel as nib

from PIL import Image



Demo

e Onemoment tosetup...



Demo

SOP - B —



http://www.youtube.com/watch?v=qIWN0beFBxI
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e Anydata manipulation has to be done to all the training data as well
o PILimage -> Numpy array -> Tensor , major issues

e Training data should be diverse
o Alsoinclude confusing data

e Transfer learning is immensely helpful

e Thefieldis niche, in weird ways



